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Abstract: 

In this study, models for the wake capture lift and drag force coefficients of a hovering flapping wing 

were presented using numerical fluid dynamics simulation to improve the blade element theory. The 

investigated wing is inspired by the fruit fly and has combined flapping and pitching movements. The 

effect of changing the wing acceleration time at the start (∆𝜏𝐴) and end of the half cycle (∆𝜏𝐷), as well 

as the Reynolds numbers in the range of 136 to 6800, on wake capture using the Taguchi orthogonal 

array test design, is investigated using the numerical fluid dynamics method, and the values of average 

lift and drag coefficients due to wake capture are obtained. These force coefficients were applied to 

linear and non-linear regression methods to obtain the mathematical model, and a model for its changes 

was extracted. Finally, to obtain the instantaneous coefficients, the extracted models were placed in the 

normal distribution function, and the final instantaneous model was obtained. Examining the 

verification cases of the application of these wake capture relationships in the blade element theory, as 

well as the effects of translational force, rotational force, and added mass force, revealed that this 

developed theory is capable of correctly predicting the wake capture force's initial peak. The force 

coefficient trend in the blade element theory results is similar to the CFD results, according to a 

qualitative examination of the lift and drag force coefficients in a half cycle. This demonstrates a 

significant result: this theory, which is divided into four parts: transnational, rotational, added mass, and 

wake capture, adequately covers the general physics of these complex movements and can be widely 

applied.  
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1-Introduction: 

In the past few decades, studying insects' aerodynamics to simulate and build them has attracted 

researchers' attention[1-3]. These researches have included experimental modeling of the wing[1, 4, 5], 

computational fluid dynamics (CFD)[6, 7], analytical[8, 9] and quasi-steady methods[4, 6, 10-15]. 

Experimental and CFD simulations are usually time-consuming and expensive. Nevertheless, quasi-

steady methods such as improved blade element theory, which have low computational cost, can be 

used as efficient methods if their accuracy is increased[10]. The accuracy of these methods depends on 



precise knowledge of the aerodynamic mechanisms governing insect flight. Among these mechanisms, 

we can mention delayed stall, circulation caused by wing rotation, added mass effect, and wing and 

wake interaction effect (wake capture)[10, 11]. Previous research has presented models for three 

primary mechanisms[11, 14]. However, the effect of wake capture at the beginning of the flapping cycle 

in insect-like movements has not been included in the blade element theory as a model[11, 13]. 

The unsteady movement of the wing in flapping flight causes the creation and release of vortices with 

different structures in the wake[16-18]. Among these vortices, it can be mentioned the leading-edge 

vortex (LEV), trailing-edge vortex (TEV), wing tip vortex (TV), and wing root vortex (RV)[19]. By 

itself, there is interference between these vortices at every moment. However, the wing's reciprocating 

motion causes it to interact with its released vortices in the previous cycle[1, 4, 20]. This phenomenon 

is known as wing wake interaction or wake capture[1, 11, 19]. Although the effect of wake capture 

shows itself in the whole wing cycle, its practical effects are often observed at the beginning of the 

flapping cycle[7, 19, 21, 22]. In their review, Chin and Lentik[23] stated that during the change of wing 

course, the wing can capture its abandoned wake and recover some of its energy in the fluid. The wing-

wake interaction can increase the force generation by increasing the effective speed of the fluid[1, 19]. 

On the other hand, it can decrease lift production by creating a suction area under the wing [21] or a 

downwash [22] on it. In general, it can be said that the released vortices strongly depend on wing 

movements and flow conditions[24, 25], which affect the amount of wake capture effect. Researchers 

have used experimental[1, 21, 26] and numerical modeling[13, 19] to obtain the amount of force caused 

by the wake capture effect. Although it is possible to obtain this force in experimental and numerical 

work, obtaining an expression for the quasi-steady method requires many resources from experimental 

work or computational fluid dynamics[13]. The section that follows will provide an overview of 

significant works in this field. 

By revealing the flow field around the wing, Dickinson et al.[1] showed that the wing collides with the 

vortex left in the previous half-cycle at the beginning of the new half-cycle, and this can lead to force 

generation. Sane and Dickinson[4] stated that the interaction of the wing and the tail, along with the 

flapping and throwing effect of the wing, can make up to 25% of the total force. Birch and Dickinson 

[4] showed that the net force for flapping motion for the first flapping cycle (starting from rest) differs 

from the subsequent cycles, indicating the wake capture effect. Wu and Sun [7] stated that depending 

on the wing kinematics at stroke reversal (downstroke or upstroke), the wake effect may increase or 

decrease lift and drag forces at the start of a half-stroke. This is because the wing "impinges" on the 

spanwise vorticity created during stroke reversal at the start of the half-stroke, and the distribution of 

the vorticity depends on the wing's kinematics during stroke reversal. Lehman [27] stated that the flow 

created by the preceding half stroke reduces the effective angle of attack of a single oscillating wing 

but allows for recycling kinetic energy from the wake via the wake capture mechanism. He noted that 

during the dorsal stroke reversal in two-winged insects, the acceleration fields created by each wing 

might interact substantially via the clap-and-fling mechanism. As part of researchers' efforts to 



understand the effect of wake capture, Lua et al.[19] discovered that the duration of wing deceleration 

has a significant effect on wake capture. They showed that as ∆𝜏𝐷 decreases at the end of the half cycle, 

the lift and drag force coefficients increase at the beginning of the next half cycle. They also showed 

that with the change of ∆𝜏𝐴  , there is no significant change in the average force coefficients in the 

indicated intervals in each cycle. However, reducing acceleration duration resulted in an earlier wake 

capture peak.  Lee and Lua [28] observed a considerable wake capture impact on a two-dimensional (2-

D) wing subjected to a simple harmonic hovering motion (SHM) in terms of magnitude. However, they 

found no indication of considerable wake capture in their investigation of three-dimensional (3-D) 

wings performing SHM. They also showed an improvement in the average result due to the wing-wake 

interaction decreasing rapidly with the addition of 3D effects. Their results stated that for wings similar 

to natural insects (low aspect ratio and low Rossby number), the effect of wing-wake interaction has a 

slight improvement in the speed and a slight increase in energy consumption. However, their results 

were obtained according to simple harmonic motion, and hovering insect-like motion with rapid 

changes during the end of stroke was not investigated in their research. They remarked that the duration 

of the deceleration may be a crucial factor in influencing the magnitude of the wake captured by 3-D 

flapping wings. 

In 2018, Ado Akuto et al. [26, 29] investigated the effect of aspect ratio on wing-wake interaction during 

the half-cycle change in the range of Reynolds 10000 using an experimental test platform. Their results 

showed a jet-like flow induced by a pair of trailing edge vortices in the opposite direction is created. 

They found that the wing-wake interaction that happens at the root of the wing is different from the one 

that happens at the tip of the wing. Also, their observations showed that the presence of two pairs of 

trailing edge vortices leads to the creation of a strong flow towards the lower surface of the wing and 

causes an impact on the lift force. They pointed out that although the usual wing-wake interaction occurs 

on the tip of the wing, a different phenomenon of wing-wake interaction appears on the trailing edge 

and wing root side, which is more evident at low aspect ratios and, regardless of the length of pitching 

motion of the wing, causes a force peak. 

In 2020, Lee et al.[30]  investigated the parameters and functions of the wing speed during the stroke 

reversal time using the immersed boundary Lattice Boltzmann method. They studied the wing under 

flapping motion without pitching and investigated the effects of changing the flapping amplitude and 

the duration of stroke reversal. They showed that stroke reversal duration affects the remaining vortices 

in the wake. They observed the effect of increased force due to the wake capture at the beginning of the 

new stroke and showed that the duration of the stroke reversal affects the moment when the wake 

capture occurs . 

Hu et al.[13] in 2020, to import the wake capture effect into the blade element theory, moved the wing 

under SHM through computational fluid dynamics simulations for flapping and pitching. By applying 

this movement, they observed the wing-wake interaction in the middle of the half-cycle. They 

introduced the difference in the lift and drag force coefficient of the first and fifth half cycles as the 



effect of the wake capture as a fitted function similar to the translational force in the general quasi-

steady modeling. However, in non-SHM, their model cannot account for the effect of increasing force 

at the start of the stroke. 

Altogether, in recent years, the blade element theory has been regarded as a quick way of modeling the 

flapping wing, with researchers favoring its increased accuracy. As many of the mechanisms included 

in the flapping wing, such as the delayed stall effect, additional mass force, rotational force, and wake 

capture effect, are correctly anticipated, the accuracy of blade element theory improves. However, 

because of the complexity of the flow during wake capture, one of the recent challenges for researchers 

has been the isolation of this effect [11, 19]. The literature review shows that the effect of negative 

acceleration of the wing (∆𝜏𝐷)  on the wake capture modeling has not been included in the blade element 

theory. Therefore, providing a suitable model for these forces can improve the blade  element theory.   

In general, this paper aims to improve the performance of the blade element theory for simulating the 

simultaneous movement of flapping and pitching in the hovering flight of an insect wing. The literature 

review shows that wake capture modeling at the beginning of the new stroke has not been included in 

the blade element theory. In this research, to improve the performance of the blade element theory to 

predict the lift and drag coefficients, the wake capture effect is entered as a model for it. In this way, 

the effect of the three parameters of acceleration duration(∆𝜏𝐴), deceleration duration(∆𝜏𝐷), and Re is 

considered. In the following, by using nonlinear regression, the models according to the mathematical 

functions provided and, finally, by using the normal distribution functions, relations for the 

instantaneous lift and drag coefficients of the wake capture are presented for improvement of the blade 

element theory results. 

2- Basics of the unsteady blade element method 

In the blade element theory method, to obtain the final forces, first, the wing plane is divided into a 

certain number of elements. Finally, according to the kinematics of the wing, the forces acting on each 

element are obtained and integrated over the entire wing surface, and the wing's instantaneous force is 

obtained [31, 32]. The translational forces are introduced as the basic forces at each moment due to the 

wing's instantaneous angle of attack. The added mass force due to the wing acceleration and the 

rotational force that occurs due to the rotation rate of the wing around the pitch axis is included as 

additional unsteady effects. In the continuation of this section, all three translational, added mass, and 

rotational forces involved in the overall output force of the blade element theory are introduced. 

Figure 1 shows the wing with a length of R that is divided into certain elements with a width of dr. A 

specific wing element's cross-section is placed at a distance r from the wing root and is shown as a strip 

with a width of dr. An orthogonal coordinate system, OXYZ, describes the flapping motion. The Z axis 

is the flapping axis, and the XY plane is the flapping stroke plane. 𝜉 is the pitch axis of the wing, and its 

position is determined by 𝜓  angle relative to the X-axis. The mentioned movement represents the 

flapping motion. In addition to this flapping motion, the wing can rotate around the pitch axis [31]. The 



𝜂 axis is tangential to the flapping motion, and 𝜁 is perpendicular to the stroke plane and 𝜉𝜂𝜁 is local 

coordinate system of the flapping wing. Figure 2 shows the translational forces of the wing section with 

chord length 𝑐(𝑟) and width dr in the local coordinate system. 𝑉𝑇 is the total speed of the flow caused 

by the flapping motion, and the angle of attack 𝛼 is the angle between the wing chord and the total 

speed. The lift and drag forces acting on the section are shown by dL and dD, respectively. 

 

 

 

 

 

 

 

 

  At each wing section, the lift and drag forces acting on that section are calculated and added up along 

the entire wing length, and the wing's overall lift and drag forces are obtained[7]. These forces are along 

the 𝜂 and 𝜁 axes, which are the directions of the axial force and the overall lift force, respectively, are 

calculated by relations (1) and (2): 
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Figure 2: A view of a cross section of a blade element and definition of variables 
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Where 𝜌 is the fluid density, 𝐶𝑙 and 𝐶𝑑  are the lift and drag translational coefficients and 𝑑𝑆 = 𝑐(𝑟)𝑑𝑟 

is the wing's element area. The translational lift and drag forces at a given point are determined by 

integrating equations (1) and (2) in the wing span direction. Lee et al. [11] presented a model for 

translational force coefficients using computational fluid dynamics results. They obtained the 

translational coefficients in terms of Reynolds number according to relations (3) and (4). They also 

explored the coefficients' sensitivity to the aspect ratio AR and the Rossby number 𝑅𝑜 =
𝑅

𝑐̄
. They 

offered the corrections for 𝑓𝐴𝑅  and 𝑓𝑅𝑜  based on the relationships (5) and (6). These models are 

employed as translational force models in the current work. 

(3 ) 𝐶𝑙(𝛼) = (1.966 − 3.95𝑅𝑒
−0.429) 𝑠𝑖𝑛 2𝛼 

(4 ) 𝐶𝑑(𝛼) = (0.031 + 10.48𝑅𝑒
−0.764) + (1.873 − 3.14𝑅𝑒−0.369)(1 − 𝑐𝑜𝑠 2𝛼) 

(5 ) 𝑓𝐴𝑅 = 32.9 − 32.0𝐴𝑅
−0.00361 

(6 ) 𝑓𝑅𝑜 = −0.205 arctan[0.587(𝑅𝑜 − 3.105)] + 0.870 

The added mass force is one of the unsteadiness of flow physics in the flapping wing aerodynamic 

mechanism. Knowing this force and obtaining its value will improve the quasi-steady methods in 

flapping wings. It is assumed that the surrounding fluid affecting the wing is the disk with the element's 

chord diameter ( )c r   and the thickness dr. The mass of the fluid disk is equal to ( )
2π

4
c r dr , and if 

the acceleration of the reference point on the wing element is equal to 𝑎𝑛, the added mass force on the 

wing element is obtained from equation (7)[10]. na is also determined using equation (8), where 𝑥𝑚 =

𝑥𝑟 − 𝑥𝑓 is the distance between the reference point and the wing's axis of rotation. 𝑥𝑓 is the distance 

between the leading edge and the wing element's pitching axis, and 𝑥𝑟 is the distance between the 

leading edge and the reference point considered to be half the chord length of each element[10]. 

(7 ) 𝑑𝐹𝐴 = −
𝜋

4
𝜌𝑐(𝑟)2𝑎𝑛𝑑𝑟 

(8 ) 𝑎𝑛 = 𝑥𝑚�̈�𝑟 + 𝑟�̈� 𝑠𝑖𝑛 𝜃𝑟 + 𝑥𝑚�̇�
2 𝑐𝑜𝑠 𝜃𝑟 𝑠𝑖𝑛 𝜃𝑟 

Rotational force occurs due to the rotation rate of the wing around the wing axis. Figure 3 shows a wing 

cross-section with rotational and translational speed around the wing axis. Without skin friction, the 

rotational force is applied perpendicularly to the wing section[10]. Finally, after imaging the force along 

the local axes, the rotational force on the wing elements is integrated into the wing spanwise direction 

and is obtained at every moment. Van Veen et al. [33] presented a general model for predicting 

rotational forces by simulation based on the immersed boundary method. To propose their model, they 

used an elliptical wing placed in six different positions of the twist axis along the wing's chord. They 

also simulated two wing models of fruit-fly and malaria mosquito. They used a combined model based 



on the theory of Kutta-Joukowski[1] and the rotational drag model[34]. To obtain a general model, they 

proposed the force 𝐹stroke−pitch, which is produced in the combined rotational and translational motions, 

is proportional to the pitch–stroke coupled second-moment-of area√𝑆𝑥𝑥𝑆𝑦𝑦. They also suggested that 

the force𝐹pitch, which is only caused by the pitching of the wing, is proportional to the asymmetric 

second-moment-of-area 𝑆𝑥|𝑥|. Finally, they showed that with these assumptions, a general model for 

rotational force could be considered according to relations (9) and (10). This model has a constant 

coefficient 𝐶𝑟𝑜𝑡 = 2.08 ± 0.13 for both 𝐹stroke−pitch and 𝐹pitch  forces. 

(9 ) 𝐹𝑟𝑜𝑡 = 𝐹stroke−pitch + 𝐹pitch 

(10 ) 
𝐹𝑟𝑜𝑡 = 𝐶𝑟𝑜𝑡𝜌 (√𝑆𝑥𝑥𝑆𝑦𝑦�̇��̇�𝑟 + 𝑆𝑥|𝑥|�̇�𝑟

2) ; 

 √𝑆𝑥𝑥𝑆𝑦𝑦 = √∫ 𝑥
2𝑑𝑆∫ 𝑦2𝑑𝑆 ;  𝑆𝑥|𝑥| = ∫ 𝑥|𝑥|𝑑𝑆 

To apply the rotational force model proposed by Van Veen et al. in the blade element theory, the values 

of √𝑆𝑥𝑥𝑆𝑦𝑦 and 𝑆𝑥|𝑥|   for the presented simulation, equal to 4 42.6574 10 m−  and 4 40.5223 10 m−−  , 

respectively, have been calculated . 

 

 

 

 

 

 

 

3- Improving the unsteady blade element method 

As mentioned in the previous sections, the conventional blade element theory includes three parts: 

transfer, added mass, and rotation, and it is not able to predict the force caused by the capture of the 

trail released from the previous cycle in the new cycle. In the current work process, to calculate this 

effect and improve this theory, the following process is performed:   1-Selection of three parameters 

∆𝜏𝐴, ∆𝜏𝐷, and Re as independent parameters affecting the wake capture. According to Lua et al.'s study, 

wing acceleration's effect at the beginning and end of the half-cycle and Reynolds influence the wake 
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Figure 3. Rotational force applied to the wing section 
 



capture values. In addition, other parameters such as wing shape, wing pitching, and flapping kinematics 

can also be effective. Due to the limitations of computational costs, only three parameters ∆𝜏𝐴, ∆𝜏𝐷, 

and Re, are investigated in the current work.  2-Designing the CFD experiment using the Taguchi 

orthogonal array method. The Taguchi orthogonal array table L18(61×32) has been used to reduce the 

number of runs, shown in Table 1. The total number of tests equals 18, and three levels are considered 

for two parameters ∆𝜏𝐴and ∆𝜏𝐷 and six levels for Re. According to the previous work, levels of two 

parameters ∆𝜏𝐴and ∆𝜏𝐷were considered in the logical range of 0.06 to 0.18. The Reynolds levels were 

selected according to the range of common insects. Since, according to the previous studies, the changes 

of aerodynamic coefficients were constant in the range of 136 to 6800 from one Reynolds onwards, 

there was a need for more levels for Reynolds to be able to capture the changes of the wake capture. 

The level value of each parameter is shown in Table 1. It should be noted that if all permutations 

between levels were considered, 54 tests would be needed. To model the effect of trail capture, the 

Reynolds number of the flow was considered in the range of 136 to 6800 in two regimes, laminar and 

turbulent, and for both regions, the flapping motion was simulated with the twisting of the wing, and 

the aerodynamic forces were performed by the method numerical fluid dynamics based on finite volume 

was performed in Fluent software. Then, using the CFD output, the effect of wake capture is calculated, 

and regression is used to obtain the desired functions. The obtained functions of the three input 

parameters are entered into another time distribution function to enter the blade element theory at each 

moment. Figure 4 depicts the flowchart of the process used in the current work. 

 

 

 

 

 

 

 

Figure 4. Algorithm of the process performed in the current work 
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Table 1. Input parameters and level values of each of them 

Level 6 Level 5 Level 4 Level 3 Level 2 Level 1 
Dimensionless 

parameter 

6800 2720 1360 680 272 136 Re 

- - - 0.18 0.12 0.06 ∆τD 

- - - 0.18 0.12 0.06 ∆τA 

 

)23×1(618L Table 2. Taguchi orthogonal array 

Test 

number 
Re ∆𝜏𝐷 ∆𝜏𝐴 

Test 

number 
Re ∆𝜏𝐷 ∆𝜏𝐴 

1 1 1 1 10 4 1 3 

2 1 2 2 11 4 2 1 

3 1 3 3 12 4 3 2 

4 2 1 1 13 5 1 2 

5 2 2 2 14 5 2 3 

6 2 3 3 15 5 3 1 

7 3 1 2 16 6 1 3 

8 3 2 3 17 6 2 1 

9 3 3 1 18 6 3 2 

 

4-Geometric features of the studied wing: 

A wing model of a fruit-fly insect (Figure 5) that was inspired by Lua et al. [19] study was used to 

simulate, compare, and examine the wake capture effect on instantaneous lift and drag force 

coefficients. Table 1 shows the geometric properties of the wing. The density of the fluid is set to 1229 

Kg/m3 [19]. 

 

Fig.5: Wing plan along with the position of pitching axis 

0 0.1 0.2 0.3 0.4
-0.15

-0.1

-0.05

0

0.05

𝑥 

𝑦 

pitching axis 



Table 3: Wing Geometric Properties [19 ]  

Geometric feature symbol value 

Wing length R 0.3631 m 

Mean wing chord �̄� 2m 0.0929 

Span b 0.25 m 

Radius of gyration 𝑅𝑔 0.2394 m 

Wing area S 20.02296 m 

Aspect ratio AR 2.69 

 

Figure 6 shows the movement characteristics of the flapping and pitching angles in terms of 

dimensionless time in the downstroke. Figure 6 (a) shows the movement of a cross-section in a complete 

flapping course, including the downstroke and upstroke. Figure 6 (b) also shows the curve of the angles, 

speeds, and angular accelerations of flapping and pitching motion, along with the change of the angle 

of attack in the downward course. The ratio of flapping speed to maximum speed, the velocity at the 

wing gyration radius (𝑉𝑚𝑎𝑥,𝑅𝑔), is equal to 0.1905 m/s. The sweeping angle of the wing in a one-half 

cycle is 155 degrees, and the angle of attack in the middle of each half cycle also reaches a limit value 

of 40 degrees. Relations (11) and (12) have been used to calculate the lift and drag coefficients of the 

blade element, which are indicated by 𝐶𝐿 and 𝐶𝐷, respectively. In these relationships, S is the total 

surface of the wing. 

(11 ) 𝐶𝐿 =
𝐿

0.5𝜌𝑉𝑚𝑎𝑥,𝑅𝑔
2 𝑆

 

(12 ) 𝐶𝐷 =
𝐷

0.5𝜌𝑉𝑚𝑎𝑥,𝑅𝑔
2 𝑆 

.   

 

 

 

 

Fig.6: wing kinematic parameters curves: a: schematics of wing cross section in a flapping cycle b: 

angels, velocities and angular accelerations 
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6- Numerical method and validation  
In this research, the solution of the Navier-Stokes equations has been used for the numerical simulation 

of computational fluid dynamics. The fluid's governing equations are continuity and momentum 

equations in three directions according to relations (13) and (14). 

(13) 𝛁. 𝒖 = 0 

(14) 
𝜌
𝐷𝒖

𝐷𝑡
= −𝛁𝑝 + 𝜇∇2𝒖 

 

Where u is the velocity vector in the reference coordinate system, ρ is the fluid density, p is the pressure, 

and μ is the dynamic viscosity. For simulation, Ansys-Fluent 19.3 commercial software was used. To 

solve the equations, the second-order discretization of spatial and temporal terms has been used. 

However, due to the flow Reynolds number range from 136 to 6800, the 𝑘 − 𝜔 turbulence model with 

an additional intermittency equation for the transition regime has been used. This method is called SSTI 

and uses an additional equation for flow intermittency to enable the 𝑘 − 𝜔 model to model laminar to 

turbulent transition. The results of the experiments have been well matched by this model in the 

aerodynamic simulation of the vertical axis wind turbine, which is accompanied by wind turbine-like 

phenomena such as dynamic stall [35].  

Flapping and pitching movements are implemented using the sliding mesh approach. Meshing for 

simulation is done using two spherical regions, inner and outer. The wing is inside the inner zone and 

this zone slides into the outer zone. Figures 7 show a schematic of these areas as well as the sample 

wing. The diameter of the external calculation area was determined to be 6 meters based on the 

independence results (about 65 times the average chord). Furthermore, the inner area has a diameter of 

0.55 meters. The boundary condition of no slip on the wing wall is considered  and the external boundary 

condition is also set to zero relative pressure. The prism grid type surrounds the wing of the boundary 

layer, and the rest of the volume is tetrahedral. The surface grid on the wing is triangular as well. The 

highest mesh skewness is 0.79, and the lowest mesh quality is 0.2. The height of the first grid is equal 

to 𝑐̅ 90⁄ , and the expansion ratio is assumed to be 1.1. In the worst-case scenario, the y+ with this 

condition is less than 10. Figures 8, and 9 depict the results of grid independence and time step in each 

period. According to these results, the grid with the numbers 1.6 million, and 1000-time steps in each 

cycle is considered. Figure 10 shows the results of published [19] and simulated drag and drop 

coefficients. The force coefficients and the difference between the sixth and first cycles, as shown in 

this figure, are in good agreement with the published CFD study. 



 

Fig.7: Inner and outer zones for sliding mesh method 

 

 
Fig.8: Mesh independency 
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7- Results and discussion 

In each CFD run, the instantaneous wake capture effect is calculated by subtracting the average of the 

eighth to tenth cycle lift and drag coefficients from the first cycle. Figure 11 depicts the lift and drag 

coefficients in the first and tenth cycles, as well as the difference between these cycles as the effect of 

wake capture, for Run No. 2. The wake capture effects of ∆𝐶𝐿 and ∆𝐶𝐷  can be seen in this figure as a 

peak in the difference of the coefficients in the initial time of the half cycle. This force difference 

occurred almost in the range of 0.1 dimensionless times and was averaged in this range, as shown in 

table 4 for the lift and drag coefficients with ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅ respectively. In addition, the dimensionless 

time corresponding to the occurrence of the maximum of ∆𝐶𝐿   and ∆𝐶𝐷   is marked with a 𝜇∗   in this 

table . 
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Fig.9: The results of time step independency 
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Table.4: numerical results of the average of lift and drag coefficients and dimensionless time 

corresponding to the maximum of them 
Test 

number 
∆𝐶𝐿̅̅ ̅̅ ̅ ± 𝑆. 𝐷 ∆𝐶𝐷̅̅ ̅̅ ̅ ± 𝑆. 𝐷 𝜇∗ 

Test 

number 
∆𝐶𝐿̅̅ ̅̅ ̅ ± 𝑆. 𝐷 ∆𝐶𝐷̅̅ ̅̅ ̅ ± 𝑆. 𝐷 𝜇∗ 

1 0.380±0.003 0.510±0.003 0.040 10 0.505±0.008 0.479±0.006 0.055 

2 0.102±0.002 0.234±0.002 0.058 11 0.307±0.004 0.325±0.003 0.041 

3 0.033±0.002 0.146±0.002 0.068 12 0.107±0.015 0.141±0.017 0.047 

4 0.475±0.004 0.539±0.003 0.039 13 0.559±0.005 0.535±0.004 0.051 

5 0.177±0.002 0.249±0.002 0.059 14 0.237±0.006 0.237±0.005 0.068 

6 0.080±0.001 0.151±0.001 0.066 15 0.161±0.010 0.188±0.013 0.036 

7 0.510±0.002 0.519±0.001 0.052 16 0.535±0.002 0.489±0.002 0.059 

8 0.211±0.002 0.235±0.001 0.065 17 0.347±0.026 0.351±0.002 0.031 

9 0.114±0.007 0.172±0.002 0.033 18 0.150±0.010 0.160±0.009 0.040 

 

Instead of calculating all possible models, the Taguchi method only calculates a few typical models 

following the orthogonal array[36, 37]. Finding the best possible combination of factors is the goal of 

the Taguchi method[38]. This method uses the SNR (signal-to-noise ratio) as an objective to measure 

the performance variability of the chosen factors. The SNR is used to determine which factor levels are 

preferable. In the analysis of the SNR, there are three different types of performance characteristics: the 

lower-the-better, the higher-the-better, and the nominal-the-best[38, 39]. In this study, the larger, the 

better analysis is used to calculate the SNR ratio and determine the sensitivity of factor levels using 

equation 15.  
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Fig.11: Lift and drag coefficients of cycles 1 and 10, as well as the difference between them. 



(15) 

𝑆𝑁𝑅 = −10log
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Where 𝑌𝑗 denotes the number of responses for the given factor-level combination and n denotes the 

number of responses in the factor-level combination (where n is equal to one). Figures 12, 13, and 14 

show the effect of each parameter ∆𝜏𝐴, ∆𝜏𝐷, and Re  on ∆𝐶𝐿̅̅ ̅̅ ̅, ∆𝐶𝐷̅̅ ̅̅ ̅, and 𝜇∗ using Taguchi analysis of 

signal-to-noise value respectively. As can be seen, the effect of Re  on ∆𝐶𝐷̅̅ ̅̅ ̅ is less than that of ∆𝐶𝐿̅̅ ̅̅ ̅. It 

can also be seen in Figure 14 that the parameters ∆𝜏𝐴, Re, and ∆𝜏𝐷, respectively, have the greatest effect 

on 𝜇∗. 

 

 

Fig.12: Signal to noise ratio in terms of  



 

 

7-1 Regression analysis  

To obtain the final model for each of the dependent variables ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅   and 𝜇∗   , regression analysis 

has been used and the best model is suggested. For this purpose, linear models were evaluated first. For 

the dependent variables of the response ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅ , the second-order linear model with complete 

sentences according to equation 16 was considered. Because the Reynolds variable has a range of long 

changes and large numbers, the ln function was used to reduce this range to smaller numbers. Using 

this function changes the range of the ln 𝑅𝑒 between 4.91 and 8.82. 

(16) 𝑅𝐸𝑆𝑃 = 𝛽0 + 𝛽1ln (𝑅𝑒) + 𝛽2∆𝜏𝐷 + 𝛽3∆𝜏𝐴 + 𝛽4ln (𝑅𝑒)∆𝜏𝐷 + 𝛽5ln (𝑅𝑒)∆𝜏𝐴 + 𝛽6∆𝜏𝐷∆𝜏𝐴

+ 𝛽7(ln(𝑅𝑒))2 + 𝛽8∆𝜏𝐷
2 + 𝛽9∆𝜏𝐴

2 + 𝜀 

The prediction model was created using Minitab 20.4 software. Until all the sentences with the proper 

significance level are reached, the model is developed using a stepwise algorithm of linear regression 

in the Minitab software[40-42]. The manual for this software[43] contains information on the stepwise 

algorithm and how to choose it. Additionally, non-linear regression models were examined using 

several suggested prediction functions, and finally, the best model was chosen. The most similar 

functions were chosen for the proposed functions based on the form of changes of the variables in terms 

of each other[44]. In general, the following factors are taken into account when selecting the best 

model: 1. All of the sentences in the proposed model have a significant contribution, and the sentences 

with a low level of significance have been removed. 2. The model's standard error S should be small 

enough. 3. The residual analysis graphs should show a suitable trend. Relationships 17–19 depict the 

obtained models for ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅ and 𝜇∗, respectively. The final regression model for ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅  is 

obtained using non-linear regression, and the exponential prediction function for these parameter 

changes in terms of Reynolds is chosen. The standard error S (non-relative error) of each model for ∆𝐶𝐿̅̅ ̅̅ ̅ 

and ∆𝐶𝐷̅̅ ̅̅ ̅  is equal to 0.0345 and 0.0355, respectively, and it shows suitable values based on the range 

of their changes in Table 4. The final regression model for 𝜇∗  is also obtained using second-order linear 

regression modelling with fewer sentences than the model in equation 16. This model's standard error 

S is equal to 0.00408 of the dimensionless time 𝑡∗, indicating a reasonably suitable range.  

(17) ∆𝐶𝐿̅̅ ̅̅ ̅   = 0.94839 − 0.195478 exp(−0.00234646𝑅𝑒) − 7.9318∆𝜏𝐷 + 19.6205∆𝜏𝐷
2 

 𝑆 = 0.0345025 

(1 ) ∆𝐶𝐷̅̅ ̅̅ ̅   = 0.903189 − 0.0356281 exp(−0.00027928𝑅𝑒) − 7.18999∆𝜏𝐷 + 17. 7339∆𝜏𝐷
2 

 𝑆 = 0.0354756 

(19) 𝜇∗   = 0.04195 − 0.002684ln (𝑅𝑒) − 0.2236∆𝜏𝐴 + 𝜀 

 𝑆 = 0.0040837 

 



The normal distribution residuals analysis chart is used to determine the statistical significance of 

coefficients in prediction models. If this graph shows a straight line, it indicates that the model's residual 

errors are normally distributed and the coefficients are significant[39]. Figures 15, 16, and 17 show this 

chart for each of the ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅  and 𝜇∗ models, respectively. As seen in these figures, the residuals 

are close to the straight line, demonstrating the appropriateness of their normal distribution.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18 depicts a graph comparing the fitted values with the numerical results for three variables ∆𝐶𝐿̅̅ ̅̅ ̅, 

∆𝐶𝐷̅̅ ̅̅ ̅, and 𝜇∗ to assess the model's accuracy. As can be seen, all three models predict the numerical 

results accurately. To test the significance of the model's behavior by changing the independent 

variables, the contours of the dependent variables ∆𝐶𝐿̅̅ ̅̅ ̅, ∆𝐶𝐷̅̅ ̅̅ ̅, and 𝜇∗ are shown in figures 19, 20, and 

21, respectively. As can be seen in these figures, the contours ∆𝐶𝐿̅̅ ̅̅ ̅ and ∆𝐶𝐷̅̅ ̅̅ ̅  increase with increasing 

Reynolds and decreasing ∆𝜏𝐷, indicating an expected trend. Also, 𝜇∗ contour has a consistent shape and 

changes as Re and ∆𝜏𝐴 change. There is no evidence of physical discontinuity in the contours as the 

independent variables change.  

Fig.16: Normal probability plot for residuals of  

Fig.17: Normal probability plot for residuals of  

Fig.15 Normal probability plot for residuals  of  
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Fig.20:  Contour plot of  



 

 

 

 

 

 

 

 

To verify the regression models, 4 random numerical fluid dynamics executions were performed in 

different conditions with 18 data used in the models and ∆𝐶𝐿̅̅ ̅̅ ̅  and ∆𝐶𝐷̅̅ ̅̅ ̅ and 𝜇∗   corresponding to each 

are shown in Table 5. As can be seen, the relevant models have low errors that are in the range or less 

than the standard errors of the models, indicating the model's validity in these conditions.  

Table5: Comparison of CFD result with regression fitted values of ∆𝐶𝐿̅̅ ̅̅ ̅ , ∆𝐶𝐷̅̅ ̅̅ ̅ and 𝜇∗for verification tests 

                                                                                      

Test 

number 
Re ∆𝜏𝐷 ∆𝜏𝐴 (∆𝐶𝐿̅̅ ̅̅ ̅)CFD (∆𝐶𝐿̅̅ ̅̅ ̅)model Difference 

V1 272 0.06 0.09 0.45497 0.43986 -0.01511 

V2 408 0.03 0.12 0.64064 0.65305 0.01241 

V3 1360 0.12 0.12 0.24763 0.27107 0.02344 

V4 5440 0.06 0.12 0.57185 0.54312 -0.02874 

Test 

number 
Re ∆𝜏𝐷 ∆𝜏𝐴 (∆𝐶𝐷̅̅ ̅̅ ̅)CFD (∆𝐶𝐷̅̅ ̅̅ ̅)model Difference 

V1 272 0.06 0.09 0.50762 0.50261 -0.00501 

V2 408 0.03 0.12 0.63931 0.67166 0.03235 

V3 1360 0.12 0.12 0.26854 0.27139 0.00284 

V4 5440 0.06 0.12 0.53883 0.52783 -0.01100 

Test 

number 
Re ∆𝜏𝐷 ∆𝜏𝐴 (𝜇∗)CFD (𝜇∗)model Difference 

V1 272 0.06 0.09 0.04600 0.04703 0.00103 

V2 408 0.03 0.12 0.05500 0.05265 -0.00235 

V3 1360 0.12 0.12 0.05100 0.04942 -0.00158 

V4 5440 0.06 0.12 0.0500 0.04570 -0.00430 

                                                                  

contour of 𝜇∗ 

Fig.21:  Contour plot of  



7-2 Obtaining the instantaneous wake capture force coefficients (𝑪𝑳)𝑾𝑪 and (𝑪𝑫)𝑾𝑪 

As shown in the figures of the instantaneous wake capture effect distribution of lift and drag force 

coefficients, this effect begins at a low value, rises to a high point, and then falls back. According to 

this change process, it is suggested that the normal distribution function be used to model these 

coefficients in the current work using equation 21. Figure 22 depicts the general process of this equation, 

which distributes the unit surface value along 6𝜎 on the horizontal axis. Similarly, if 𝑓(𝑥) is a normal 

distribution function, relation 22 holds for any non-unit value of the surface under its graph 

(∫ 𝑓(𝑥)𝑑𝑥
∞

−∞
). Also, By changing 𝜇, the peak of the function along the horizontal axis can be shifted. 

Because the wake capture coefficients' maximum peak occurs in 𝜇∗𝑇, the entire distribution of this 

effect is assumed to occur in 2𝜇∗𝑇, and thus 𝜎 = 2𝜇∗𝑇 6⁄ . Now, assuming the normal distribution of 

the instantaneous wake capture effect over a range of 0.1𝑇, equation 24 for (𝐶𝐿)𝑊𝐶 is obtained.  

Similarly, relation 25 is calculated for the (𝐶𝐷)𝑊𝐶based on regression models ∆𝐶𝐿̅̅ ̅̅ ̅, ∆𝐶𝐷̅̅ ̅̅ ̅, and 𝜇∗ 

(relations 17, 18, and 19).  

 

(20) 
𝑓(𝑥) =

1

𝜎√2𝜋
𝑒−

1
2
(
𝑥−𝜇
𝜎
)
2

 

(21) 
𝑓(𝑥) =

∫ 𝑓(𝑥)𝑑𝑥
∞

−∞

𝜎√2𝜋
𝑒−

1
2
(
𝑥−𝜇
𝜎
)
2

 

(22) 
∆𝐶𝐿̅̅ ̅̅ ̅ =

∫ (𝐶𝐿)𝑊𝐶𝑑𝑡
0.1𝑇
0

0.1𝑇
⇒ ∫ (𝐶𝐿)𝑊𝐶𝑑𝑡

0.1𝑇

0
=0.1∆𝐶𝐿̅̅ ̅̅ ̅𝑇 

 

 

 

 

(23) 

 

 

(24) 

(17) 

(18) 

(19) 

(𝐶𝐿)𝑊𝐶 =
∫ (𝐶𝐿)𝑊𝐶𝑑𝑡
0.1𝑇

0

𝜎√2𝜋
𝑒
−
1

2
(
𝑡−𝜇

𝜎
)
2

⇒ (𝐶𝐿)𝑊𝐶=
0.1∆𝐶𝐿̅̅ ̅̅ ̅̅ 𝑇

𝜎√2𝜋
𝑒−

1

2
(
𝑡−𝜇

𝜎
)
2

, 𝜎 = 2𝜇∗𝑇 6⁄  

(𝐶𝐿)𝑊𝐶 =
0.1𝑇∆𝐶𝐿̅̅ ̅̅̅

2𝜇∗𝑇
6 √2𝜋

𝑒
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2
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6
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𝑒
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1

2
(
3(𝑡−𝜇∗𝑇)
𝜇∗𝑇
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⇒ 

(𝐶𝐿)𝑊𝐶 =
0.3∆𝐶𝐿̅̅ ̅̅̅

𝜇∗√2𝜋
𝑒
−
1

2
(
3(𝑡−𝜇∗𝑇)
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)
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𝑒
−
1
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3(𝑡∗𝑇−𝜇∗𝑇)

𝜇∗𝑇
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2

 

 

(𝐶𝐷)𝑊𝐶 =
0.3∆𝐶𝐷̅̅ ̅̅ ̅

𝜇∗√2𝜋
𝑒
−
1

2
(
3(𝑡−𝜇∗𝑇)
𝜇∗𝑇

)
2

=
0.3∆𝐶𝐷̅̅ ̅̅ ̅

𝜇∗√2𝜋
𝑒
−
1

2
(
3(𝑡∗𝑇−𝜇∗𝑇)

𝜇∗𝑇
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2

 

∆𝐶𝐿̅̅ ̅̅ ̅ = 0.94839 − 0.195478 exp(−0.00234646𝑅𝑒) − 7.9318∆𝜏𝐷 + 19.6205∆𝜏𝐷
2
 

∆𝐶𝐷̅̅ ̅̅ ̅=0.903189 − 0.0356281 exp(−0.00027928𝑅𝑒) − 7.18999∆𝜏𝐷 + 17. 7339∆𝜏𝐷
2 

𝜇∗   = 0.04195 − 0.002684 ln(𝑅𝑒) + 0.2236∆𝜏𝐴 

 

 



 

7-3- The results of the instantaneous lift and darg wake capture force coefficients 

According to the algorithm in Figure 4, relations 23 and 24 for (𝐶𝐿)𝑊𝐶 and (𝐶𝐷)𝑊𝐶 are added to the 

blade element theory, and validation is performed in the current section. The results of the executions 

of Taguchi array numbers 4 and 16, as well as the verification executions V2 and V3, are shown in 

figures 23 and 24. It is evident from these figures that the normal distribution function has been applied 

correctly and that the effect of the blade element theory model of wake capture in both lift and drag 

coefficient is properly compatible with the CFD wake capture effect. An examination of the blade 

element theory without the effect of wake capture reveals that the force coefficients, in this case, agree 

well with the corresponding CFD force coefficients in the first cycle. Because the wing is moved from 

rest in the first cycle and there is no wake capture, matching this trend is logical for the coefficients. 

However, a comparison of the blade element theory lift and drag coefficients with wake capture, as well 

as the results of the 10th cycle of CFD, reveals that the trend of the force coefficients with the addition 

of this effect is very similar. This similarity first demonstrates that implementing wake capture terms 

into blade element theory by relations 23 and 24 improves the prediction of lift and drag force 

coefficients. As can be seen, using the blade element theory without the effect of wake capture does not 

cover the initial peak of the force coefficient at the beginning of the half cycle that can be seen in CFD, 

but by including the wake capture model, it is observed that this initial peak in the blade element theory 

results is taken into account. Second, the general similarity of the trend of force coefficients in CFD 

and the blade element theory over the entire half cycle indicates that the combination of translational 

force, rotational force, added mass force, and finally the wake capture model has the capability of 

precisely modelling the complex unsteady aerodynamics of the flapping wings. 

 

Fig.22: General normal distribution plot for of average value equal to unit. This function usually 

distributes the average value in the range of -3σ to 3σ  
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Fig. 23 CFD and blade element theory instantaneous lift and drag coefficient diagrams with and 

without wake  capture effect in cases No. 4 and 16 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7-4 Review of flow physics 

As previously stated, wake capture is an aerodynamic phenomenon in which the position of wake 

vortices influences the amount of captured force. The Q criterion [19] is one of the parameters used to 

check different vortices in the sequence. This parameter indicates the presence of a vortex by 

demonstrating the dominance of vorticity over strain rate. Figure 25 depicts an appropriate level of the 

condition Q value to reveal the vortices at two points: t*=9.00, which corresponds to the end of the 

ninth cycle (beginning of the tenth cycle), and t*=9.05. The remaining sequences in the old and new 

cycles are represented by old and new symbols for the leading-edge vortex (LEV), trailing edge vortex 

(TEV), wing tip vortex (TV), and wing root vortex (RV). As seen, the wing collides with the vortices 

left in its wake at the start of the new half-cycle ( t*=9.05), resulting in the effect of capturing the wake.  
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Fig. 24 CFD and blade element theory instantaneous lift and drag coefficient diagrams with and 

without wake capture effect in verification cases V2 and V3 
 



 

 

Figure 26 compares the levels of the same value of Q=2 over a full half cycle, corresponding to the first 

and tenth cycles at the same time. As is well known, the first cycle begins in a stationary state with no 

vortices in the fluid flow, and as the wing moves in this cycle, different vortices are produced. At 

t*=0.25, for example, the leading-edge vortex is dominant. The simultaneous examination of the first 

and tenth cycles reveals that the vortices are almost identical after the beginning of the half-cycles.  This 

means that, except for the beginning of the half-cycle, when the effects of the previous cycle are present, 

the vortices of the first and tenth cycles are similar the rest of the time. 
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Figure 25. Levels of the same value of Q at the beginning of the flapping cycle and the position of 

different vortices in the wake 



 

 

8-Conclusion 

As previously stated, researchers have favored the use of blade element theory as a quick method for 

simulating unsteady motions. However, no relations for the coefficients of the instantaneous lift and 

drag force coefficients at the start of the half cycle caused by the previous cycle's wake (wake capture) 

have been presented until now. Wake capture has, of course, been studied for some specific tasks, such 

as simple harmonic motions for applications in quasi-steady simulation. According to previous studies, 

the acceleration times of the wing at the beginning and end of the half cycle, as well as the Reynolds 

number, are three of the most important parameters in simulating the wake effect. As a result, in this 

study, a Taguchi orthogonal array of three parameters for computational fluid dynamics simulation was 

used: the dimensionless time of wing acceleration at the beginning of the half cycle, the dimensionless 

time of wing acceleration at the end of the half cycle, and the Reynolds number. Following that, the 
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Figure 26. Levels of the same value of Q=2 in a half-cycle of flapping at the corresponding 

times of the first cycle and the tenth cycle. 



average lift and drag wake capture coefficients at the start of the half cycle, as well as the dimensionless 

time when the maximum of these coefficients occurred, were calculated. Finally, a model for these 

output parameters based on the input parameters was obtained using the regression method. Finally, 

under the assumption of normal distribution, these models are placed in an instantaneous normal 

distribution function, and the relationships for instantaneous wake capture coefficient are extracted for 

use in the quasi-steady blade element theory. Examining the verification cases of the application of 

these wake capture relationships in the blade element theory, as well as the effects of translational force, 

rotational force, and added mass force, revealed that this developed theory is capable of correctly 

predicting the initial peak of the wake capture force. A qualitative examination of the lift and drag force 

coefficients in a half cycle reveals that the force coefficient trend in the blade element theory results is 

similar to the CFD results. This demonstrates an important result: this theory, which consists of four 

parts: transnational, rotational, added mass, and wake capture, adequately covers the general physics of 

these complex movements and can be widely applied. However, based on the current work's 

investigation of three input parameters on wake capture, it is suggested that other geometrical and 

motion parameters be investigated for a more complete improvement of this theory for wake capture.  
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