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In this paper, we study the well-known resource availability cost problem with stochas-
tic resource availability. The objective is to determine the initial levels of all renew-
able resources and establish a schedule corresponding to each scenario such that the
expected resource availability cost is minimized. We assume that resource shortfalls can
be compensated externally but at a noticeable higher cost. We formulate the prob-
lem as a two-stage stochastic programming model (TSSPM). We also develop an exact
decomposition-based algorithm (DBA) for the particular case of the problem with at
most two resources, which also functions as a heuristic for the original problem. Since
the number of scenarios influences the performance of the developed solution approaches,
we utilize a fast scenario reduction method to reduce the number of scenarios. Compu-
tational results indicate that the DBA outperforms the TSSPM formulation in solution
quality and CPU runtime.

Keywords: Project scheduling; resource availability cost problem; two-stage stochastic
programming.

1. Introduction

Resource availability has been one of the main challenges in project scheduling
since it directly impacts the progress of projects. Any disruption caused by resource
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unavailability or failure of resources may lead to high costs and missed deadlines.
Therefore, dealing with the costs of resource availability is an important task, which
was introduced by Möhring (1984) as the resource availability cost problem (RACP).
This problem has been formulated to minimize the total cost of unlimited renewable
resources required to complete the project before a pre-specified deadline.

In construction, oil, and gas projects, various renewable resources such as con-
crete mixer machines, foundation drilling machines, mining machines, crushing
machines, cranes, and loaders might be utilized where each of these resources may
need emergency maintenance operations after breakdowns. Emergency maintenance
usually happens at stochastic times and takes a stochastic duration which can be
modeled by a set of scenarios based on reliability models (Jardine and Tsang, 2013).
These models employ age, type, quantity, and quality of machine utilization to pre-
dict the time and duration of stochastic breakdowns (Bei and Zhu, 2017). The
stochastic duration of emergency maintenance operations causes uncertain disrup-
tions in renewable resources and highly likely leads to higher costs due to missed
due dates and deadlines, resource idleness, and higher work-in-process inventory
(Herroelen and Leus, 2005). As a result, it is critically important to address these
uncertainties. Moreover, many supply chains might encounter serious challenges and
disruptions such that rarely orders are received on time. Consequently, we assume
that renewable resources must have been booked a few times ago before the project’s
start. These realistic assumptions give rise to the definition of a stochastic variant
of the RACP, which is referred to as the resource availability cost problem with
stochastic resource availability (RACPSRA).

The contributions of this paper are three-fold: (1) we extend the formulation
of Möhring (1984) to model the RACPSRA as a two-stage stochastic program-
ming model (TSSPM) formulation; (2) we develop a decomposition-based algorithm
(DBA); and finally (3) we show that our proposed DBA solves the problem to opti-
mally when the number of renewable resources is not larger than two. This paper is
arranged as follows. Section 2 provides a literature review on the subject. In Sec. 3,
we describe our problem and propose a TSSPM formulation. Then in Sec. 4, we
develop our DBA and discuss scenario generation and reduction methods in Sec. 5.
Comparative computational results are discussed in Sec. 6. Finally, conclusions and
future research directions are provided in Sec. 7.

2. Literature Review

The resource-constrained project scheduling problem (RCPSP) is one of the most
studied problems in the field of project scheduling, for which there is a vast body
of literature. We refer interested readers to the papers by Habibi et al. (2018)
and Hartmann and Briskorn (2010), who surveyed the recent developments of the
RCPSP.

The RACP is closely related to the RCPSP and was firstly studied by
Möhring (1984), who showed the NP-hardness of the problem. A few years later,
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Demeulemeester (1995) presented an efficient optimization method based on a
previously developed branch-and-bound procedure for the RCPSP. Afterward,
Rodrigues and Yamashita (2010) introduced a new exact approach that signifi-
cantly improved the algorithm designed by Demeulemeester (1995). In a more recent
study, Coughlan et al. (2015) considered the multi-mode variant of the RCPSP in
which resource calendars are respected, and developed an exact state-of-the-art
branch-price-and-cut algorithm. Finally, considering calendar constraints, Kreter
et al. (2018) studied the RACP/max, the RACP with maximum and minimum
time lags, and formulated the problem as a mixed-integer linear program, and pre-
sented a constraint programming approach.

In addition to the mentioned exact approaches, some authors have implemented
metaheuristic methods to solve the RACP. As an example, Hsu and Kim (2005)
presented a new heuristic for the multi-mode resource investment problem, origi-
nated from the RCPSP with simultaneous due dates and resource constraints. A
similar problem was studied by Shadrokh and Kianfar (2007), and they permit-
ted tardiness of the project with a defined penalty and solved the problem using a
genetic algorithm. We also cite Yamashita et al. (2006) who implemented several
variants of scatter search for the RACP, Ranjbar and Shadrokh (2008) who tackled
the problem by developing two meta-heuristics, namely a path relinking algorithm
and a genetic algorithm, and finally, Van Peteghem and Vanhoucke (2013) who
presented an artificial immune system algorithm for the RACP.

There are many papers investigated other variants of the RACP. Afshar-Nadjafi
(2014) presented a mixed integer programming formulation and a simulated anneal-
ing algorithm for the multi-mode RACP with recruitment constraints and release
dates for resources. The multi-mode version of resources was also studied by Qi
et al. (2015) who designed a schedule generation scheme and proposed a parti-
cle swarm optimization algorithm for the problem. Finally, in a more recent study,
Van Peteghem and Vanhoucke (2015) presented an invasive weed optimization algo-
rithm to solve a RACP that minimizes total cost and lateness minimization.

A prevalent trend in the literature is studying project scheduling under stochas-
ticity or uncertainty. The stochastic RCPSP has received considerable attention dur-
ing the last two decades. Lambrechts et al. (2008a) modeled RCPSP with uncertain
resource availability subject to unforeseen breakdowns and proposed three reactive
policies to deal with disruptions. They extended their work and aimed to generate
robust baseline schedules using a procedure based upon a tabu search algorithm
(Lambrechts et al., 2008b). After that, they analytically investigated the impact
of unexpected resource breakdowns on the duration of the activities (Lambrechts
et al., 2011). Furthermore, Ji and Yao (2017) investigated a multi-objective project
scheduling problem under both uncertain duration and uncertain resource alloca-
tion times of activities. Moreover, Fu et al. (2015) studied a resource-constrained
project scheduling problem with minimum and maximum time lags (RCPSP/max),
stochastic duration, and unreliable resources. Li and Womer (2015) focused on tack-
ling large size instances of a stochastic RCPSP and developed efficient approximate
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dynamic programming algorithms. Recently, Bruni et al. (2017) developed a general
decomposition approach for a robust RCPSP and proposed an adaptive robust opti-
mization approach, and Uysal et al. (2018) studied stochastic resource demand pos-
sibilities in the RCPSP and utilized chance constraints to develop a piece-wise linear
mixed-integer programming formulation. Moreover, Nabipoor Afruzi et al. (2018)
investigated renewable resource constraints in a weighted multi-project scheduling
problem with stochastic duration, and Bruni et al. (2018) proposed a two-stage
stochastic programming formulation for the RCPSP under uncertainty.

Although there is extensive literature on stochastic RCPSP, there are few
stochastic variants of the RACP. Yamashita et al. (2007) modeled a RACP with
an uncertain duration of activities by having the uncertainty be supported by a
set of scenarios. To explore robust solutions regarding all scenarios, they developed
a robust optimization procedure. They created two models, one of which aimed to
minimize a maximum regret function, whereas the other one targeted the minimiza-
tion of a mean-variance function. Furthermore, Moradi et al. (2019) considered the
project scheduling problem under uncertain resource availability and activity dura-
tion. They assumed a coalition among Subcontractors of the construction projects
to achieve their goals, i.e., minimizing the makespan and maximizing the resource
availability and their profits. They developed a robust optimization model for the
RCPSP considering the three objectives in which the uncertainty is modeled in a
set of scenarios. Chakrabortty et al. (2019) investigated the influence of uncertainty
in activity duration and resource availability on project time and cost. They came
up with a risk assessment framework to model uncertainty in the problem. They
developed a heuristic approach, titled enhanced move-based local search, to solve
the problem.

3. Problem Description and Modeling

We consider a project defined by a set N = {0, 1, . . . , n + 1} of activities where
activities 0 and n + 1 indicate dummy activities representing the start and the
end of the project, respectively. All activities must be finished no later than a
given project’s deadline (δ). The project is characterized with a precedence graph
G = (N, A) with A ⊂ {(i, j) | i, j ∈ N, i �= j} representing a set of finish-to-start
precedence relations among activities. The duration of activity i ∈ N is denoted by
di, where d0 = dn+1 = 0. There is a set of renewable resource R = {1, . . . , m} whose
initial availability is the decision to be made before the project’s start. The cost
of providing one unit of resource k throughout the project is ck. Each non-dummy
activity i ∈ N requires rik units of resource k throughout the project’s execution
phase. Note that r0k = rn+1,k = 0, ∀ k ∈ R.

The resources are subject to breakdowns. We assume that there is a set
Ω = {1, . . . , |Ω|} of distinct scenarios that support the uncertainty of the machine
breakdowns. The number of units of resource k that breaks at time t under sce-
nario ω is given by the integer parameter fktω and the probability of scenario ω
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is denoted by πω. We presume that
∑

ω∈Ω πω = 1. In this setting, we assume that
resources are hired from companies with information about their machines based on
previous projects. The realization of scenarios is revealed when machines are avail-
able on the project’s site, i.e., time zero, because machines are usually assigned by
owner companies. Thus, scheduling the activities can be done based on the realized
scenario.

In this problem, we assume that activities cannot be interrupted, i.e., preemption
is not allowed. Therefore, in case of having insufficient resource units to carry on an
activity, external resources must be employed. We assume there is a predetermined
supplier for each resource based on a given contract to supply required resources
at the beginning of the project. The cost of one unit of external resource k for a
single time-unit is c′k, which is supposed to be much higher than ck/δ. It should be
noted that external resources should not be employed when the project’s resources
are available.

The time horizon is discrete and denoted by T = {1, . . . , δ} with δ being the
project deadline, i.e., no activity can finish after this time moment. Let ei be the ear-
liest finish time, and li be the latest finish time of activity i. We introduce the
following subsets of T :

Ti = {ei, . . . , li},

T t
i = {τ ∈ Ti | t < τ ≤ t + di},

Tω = {τ ∈ T | fkτω > 0, ∃ k ∈ R}.
The goal is to determine the initial resource level and schedule the activities to
minimize the total cost while respecting the resource and precedence constraints.
We introduce binary variables xitω , which is one if activity i finishes at time t

under scenario ω and zero otherwise, and yk which represents the initial availability
of resource k. We also introduce auxiliary variable zktω, which represents shortfall of
resource k at time t under scenario ω. In the following, we formulate the RACPSRA
as a TSSPM in which variables yk indicate the first stage or here-and-now variables
and other variables represent the second-stage or wait-and-see variables.

TSSPM : min
∑
k∈R

ckyk +
∑
ω∈Ω

πω

∑
k∈R

∑
t∈T

c′kzktω, (1)

s.t. ∑
t∈Ti

xitω = 1, ∀ i ∈ N, ∀ω ∈ Ω, (2)

∑
t∈Ti

txitω ≤
∑
t∈Tj

txjtω − dj , ∀ (i, j) ∈ A, ∀ω ∈ Ω, (3)

∑
i∈N

∑
τ∈T t

i

rikxiτω ≤ yk, ∀ k ∈ R, ∀ t ∈ T \Tω, ∀ω ∈ Ω, (4)
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∑
i∈N

∑
τ∈T t

i

rikxiτω − (yk − fktω) ≤ zktω, ∀ k ∈ R, ∀ω ∈ Ω,

∀ t ∈ Tω, (5)

xitω ∈ {0, 1}, ∀ i ∈ N, ∀ t ∈ T, ∀ω ∈ Ω, (6)

yk ∈ Z
+, ∀ k ∈ R, (7)

zktω ∈ Z
+, ∀ k ∈ R, ∀ t ∈ T, ∀ω ∈ Ω. (8)

The objective function (1), consisting of two terms, is to minimize the costs of the
utilization of resources as well as the expected costs of hiring external resources.
Constraints (2) are assignment constraints. Constraints (3) guarantee the prece-
dence constraints among activities. Moreover, constraints (4) are related to the
resources constraints for the periods at which resource k is available, whereas con-
straints (5) impose the resource constraints for periods at which resource k is under
preventive maintenance operations. Finally, constraints (6)–(8) indicate the domain
of variables where Z

+ presents the set of non-negative integers.

4. A Decomposition-Based Algorithm

Möhring (1984) showed that the RACP is NP-hard, hence, the RACPSRA, which
is a generalized version of the RACP, is NP-hard as well. As a result, the TSSPM
developed in Sec. 3 is unable to solve optimally medium- and large-size instances
of the RACPSRA using the CPLEX. Therefore, in this section, we develop a
decomposition-based algorithm, which consists of two phases, to provide high-
quality solutions in a reasonable runtime. In the first phase of this algorithm, we
obtain all feasible combinations of the initial levels of resources. In the second phase,
we solve the problem for each non-dominated combination of resource levels under
all given scenarios to specify which resources need to be externally supplied and to
what extent. The combination of resource levels resulting in the minimum expected
value of resource costs is determined as the optimal solution. Table 1 summarizes
the parameters used in this algorithm.

4.1. The first phase

In the first phase of our developed algorithm, we aim to provide lower and upper
bounds to yk, ∀ k ∈ R. To this end, we initially adjust yk = ydet

k , where ydet
k is

obtained by solving the integer linear programming model of the RACP model,
shown as the deterministic model (DM) and developed by Möhring (1984). We
then divide the main problem into |Ω| sub-problems, where sub-problem SP(ω)
results in a schedule based upon the following model:

SP(ω) : min πω

∑
k∈R

∑
t∈T

c′kzktω, (9)
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Table 1. Description of parameters and variables of the DBA.

Parameter Definition

yk a numerical value of yk

ydet
k the optimal level of resource k obtained by solving the RACP

ymin
k the lower bound of resource k when other resources are unlimited

ymin
l (k) the lower bound of resource l in a schedule which aims to minimize

only resource k
ymax

k the upper bound of resource k
NC the total number of combinations of resource levels, considered in

the second phase
yq

k the level of resource k in the qth combination of resource levels
CSq the qth combination of resource levels, CSq = (yq

1 , . . . , yq
m)

Cost(CSq) cost of CSq

CS the set of all feasible combinations of resource levels
OCS the set of all feasible combinations of resource levels in the non-

descending order of total costs
SP(ω) the sub-problem relates to scenario ω
Xω the schedule obtained by solving SP(ω)
X the set of schedules obtained by solving all sub-problems
MP(X, ymin

k ) the TSSPM in which the set of schedules (X) and the level of
resource k are known

SCMP the total cost of resource shortfall when MP(X, ymin
k ) is solved

CSB the combination of resource levels in the best-found solution

s.t. ∑
t∈Ti

xitω = 1, ∀ i ∈ N, (10)

∑
t∈Ti

txitω ≤
∑
t∈Tj

txjtω − dj , ∀ (i, j) ∈ A, (11)

∑
i∈N

∑
τ∈T t

i

rikxiτω ≤ yk, ∀ k ∈ R, ∀ t ∈ T \Tω, (12)

∑
i∈N

∑
τ∈T t

i

rikxiτω − (yk − fktω) ≤ zktω, ∀ k ∈ R, ∀ t ∈ Tω, (13)

xitω ∈ {0, 1}, ∀ i ∈ N, ∀ t ∈ T, (14)

zktω ∈ Z
+, ∀ k ∈ R, ∀ t ∈ T. (15)

The goal of this model is to find an optimal schedule for scenario ω in which
the level of each resource k is predefined as yk. The objective function (9) targets
to minimize the costs of resource shortfall under scenario ω, and constraints (10)
to (15) are very much alike to constraints of the developed TSSPM in Sec. 3.

Algorithm 1, called combinations set algorithm (CSA), indicates the general
structure of the first phase of the DBA.
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Algorithm 1. The CSA Algorithm.
Find values of ydet

k using the model DM
for k = 1 to m do

Let yk ← ydet
k and yl ←∞ ∀ l �= k

Let fsbl ← true
while fsbl = true do

for ω = 1 to |Ω| do
Solve SP(ω) and find Xω

if Xω = ∅ then
Let fsbl ← false

end
end
if fsbl = true then

Let ymin
k ← yk, solve MP(X, ymin

k ) and find ymin
l (k), ∀ l ∈ R\k

Let ymin
l (k)← (ymin

l (k) + 
SCMP

cl
�), ∀ l ∈ R\k

end
Let yk ← (yk − 1)

end
end
if m = 1 then

Let ymax
k ← (ydet

k + max{fktω|∀ω ∈ Ω, ∀ t ∈ Tω})
else

Let ymax
k ← (max{ymin

k (k′)|∀ k′ ∈ R, k′ �= k}), ∀ k ∈ R

end
Let NC←∏m

k=1(y
max
k − ymin

k + 1)
CS← {CSq|1 ≤ q ≤ NC, ∀ k, ymin

k ≤ yq
k ≤ ymax

k }
for q = 1 to NC do

Let Cost(CSq)←
∑m

k=1(y
q
k × ck)

end
Generate OCS based on CS

One of the main tasks of the CSA is to find ymin
k and ymax

k for ∀ k ∈ R. In the
first step of CSA, the values of ydet

k ∀ k ∈ R are determined by means of solving
the DM model. Next, a for-loop is applied to each resource k ∈ R in which only
resource k is assumed to be limited to yk = ydet

k while others are unlimited. Then,
a while-loop starts to find the minimum possible value of yk. In the first iteration
of this while-loop, there is still at least one feasible solution to the problem under
each scenario (Xω �= ∅) because neither constraints (12) nor constraints (13) are
violated. Therefore, the binary variable fsbl takes true. In each iteration of the
while-loop, yk is reduced by one unit until no feasible solution is found for a sup-
problem SP(ω) (∃ω : Xω = ∅), which might happen only due to the violation of
constraints (12). Whenever a new improved feasible yk is found, the lower bound
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ymin
k is updated and the TSSPM is solved to find the minimum levels of other

resources, i.e., ymin
l (k) : ∀ k ∈ R.

It should be noted that MP(X, ymin
k ) model is solved regarding a specific sched-

ule. Hence, there might be other schedules with the same value of ymin
k in which

a ymin
l (k) is higher, and lower costs of resource shortfall may lead to lower total

costs. It would happen when the total cost of the shortfall is higher than the cost
of providing one unit of resource l, i.e., when SCMP > cl. Consequently, we define
ymin

l = ymin
l (k) + 
SCMP

cl
� to have a valid lower bound to the level of resource

l : ∀ l ∈ R\k.
Afterward, we continue by calculating the upper bounds of resource levels. In

the case where we address only one type of constrained resource, the upper bound
equals the initial level of the resource plus the maximum number of its failures in all
scenarios. In other cases with more than one resource, ymax

k is calculated as follows:

ymax
k = max{ymin

k (l) | ∀ l ∈ R, l �= k}. (16)

Having the value of ymin
k and ymax

k for all resources, we can find all possible
combinations of different resource levels. We denote the total number of com-
binations by NC, which is equal to

∏m
k=1(y

max
k − ymin

k ). We also indicate each
combination and the level of resource k in that combination as CSq and yq

k, respec-
tively, where 1 ≤ q ≤ NC. Therefore, the kth combination can be shown as
CSq = (yq

1 , . . . , y
q
k, . . . , yq

m) in which ymin
k ≤ yq

k ≤ ymax
k . After that, we calculate

the cost of each combination (Cost(CSq)) according to the cost of supplying the
resources as

∑m
k=1 ckyq

k, and this step is repeated for all combinations. In the end,
we sort the combinations in ascending order of their costs and generate the set OCS.

4.2. The second phase

In this phase of the DBA, we use set OCS to find the best feasible solution to the
problem. Algorithm 2 shows the procedure of this phase, which is called the BFS
algorithm. In this algorithm, we consider BOV as the objective value of the best-
found solution, BRC as the cost of resource level corresponding to the best-found
combination of resource levels, and BSC as the expected shortfall cost corresponding
to the best-found solution.

In this phase, we have several combinations in which the resource levels are
known upfront. For each element of the set OCS, we must solve the TSSPM. We
begin with BRC = 0 and BOV = BSC = M , where M implies a sufficiently large
number. Next, counter q is set to 1, corresponding to the lowest cost case, and the
following iterative procedure begins.

We first adjust yk = yq
k, divide the model into |Ω| sub-problems and solve

each. Next, we obtain BOV as the objective value of the best solution, consisting
of two parts: BRC and BSC. The variable Sum shows the shortfall cost of each
sub-problem, added to the cost of the corresponding combination (Cost(CSq)) and
compared to the objective value of the best-found solution (BOV). Each iteration
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Algorithm 2. The BFS Algorithm.

Let q ← 1, BRC← 0, BOV←M and BSC←M while q ≤ NC do
for k = 1 to m do

Let yk ← yq
k

end
if Cost(CSq) ≤ BOV then

Let Sum← 0 and fsbl ← true for ω = 1 to |Ω| do
Solve SP(ω) if Xω �= ∅ then

Let Sum← (Sum + objective value(SP(ω))) if Sum+Cost(CSq) >

BOV then
break (Dominated)

end
else

fsbl ← false break (Infeasible)
end

end
if fsbl = true and Sum + Cost(CSq) < BOV then

Let BRC← Cost(CSq) Let BSC← Sum Let BOV← (BRC + BSC)
end

else
Stop

end
Let q ← q + 1

end

in which BOV is lower than the calculated cost value is called the “Dominated”
case. Facing a “Dominated” case, we stop the corresponding iteration and go to the
next one because that iteration would not improve the final objective value.

In an iteration where all the sub-problems are feasible, and no “Dominated”
case is found, the obtained values for objective functions are considered as the best
values and BRC, BSC and BOV are updated. Besides, if in an iteration, at least
one “Infeasible” sub-problem is found, that iteration stops, and we go to the next
one.

The algorithm stops when we achieve an iteration in which the cost of the
resources combination is higher than the objective value of the best-found solution.
Since the combinations are sorted in the non-descending order of their costs, in the
next iteration, no improvement can be achieved. On account of this, the algorithm
stops and reports the best-found solution.

Theorem. The DBA finds the optimal solution of the RACPSRA for m ≤ 2.
The proof is provided in Appendix A.
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4.3. Illustration

In this section, we implement the DBA on an instance to provide better clarifica-
tion. The example project has ten activities, two resources and three scenarios, and
the finish-to-start precedence relations among the activities are depicted in Fig. 1.
Tables 2 and 3 summarize other parameters of activities and scenarios, respectively.

The costs of internal and external resources are provided in Table 4. Moreover,
the deadline of the project (δ) is considered to be 28.

First, we solve this problem using the DM model and obtain the optimal levels
of the resources as ydet

1 = 12, ydet
2 = 17. Then, we need to calculate the lower and

upper bounds of resource levels. The steps that need to be taken for this phase are
summarized in Table 5 in which false indicates there is no feasible solution. After
that, the obtained lower and upper bounds are given in Table 6.

Having the lower and upper bounds, we then generate all the possible
combinations of the resource levels. We have 7× 12 = 84 combinations to calculate

Fig. 1. Example project.

Table 2. Activity-related parameters of
the example.

Activity (i) di ri1 ri2

1 1 1 8
2 3 1 9
3 8 3 9
4 1 9 2
5 6 2 3
6 4 10 8
7 7 6 7
8 6 3 8
9 9 2 5

10 4 1 2
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Table 3. Scenario-related parameters of the
example.

ω1 pω1

Tω1 20 22 25
k 1 2 2 0.4
fkτω1 5 2 4

ω2 pω2

Tω2 12 20 21
k 1 1 2 0.3
fkτω2 4 4 8

ω3 pω3

Tω3 1 20 21
k 2 1 1 0.3
f1τω3 3 6 2

Table 4. Resource-related parameters
of the example.

Resource 1 Resource 2

c1 c′1 c2 c′2
28 4 33 5

Table 5. The steps taken to achieve the lower and upper bounds of
resource levels.

Calculation of ymin
1 and ymin

2 (1)

Step y1 SP(ω1) SP(ω2) SP(ω3) �SCMP

c2
� ymin

2 (1) ymin
1

1 12 0 0 0 � 4.519
33

� 29 12

2 11 9.58 5.99 8.43 � 28.52
33

� 26 11

3 10 11.18 7.19 9.64 � 29.83
33

� 26 10

4 9 false — — — 26 10

Calculation of ymin
2 and ymin

1 (2)

Step y2 SP(ω1) SP(ω2) SP(ω3) �SCMP

c1
� ymin

1 (2) ymin
2

1 17 0 0 0 � 2.41
28

� 16 17

2 16 0 0 0 � 2.41
28

� 16 16

3 15 0 0 0 � 2.41
28

� 16 15

4 14 false — — — 16 15

their costs. After sorting the combinations in ascending order of their costs, the
CSA algorithm is finished.

In the next phase, we use the output of the CSA algorithm as the input to the
BFS algorithm and follow the steps shown in Table 7.
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Table 6. The lower and upper bounds of the
resource levels.

ymax
1 ymin

1 ymax
2 ymin

2

16 10 26 15

Table 7. The steps of BFS algorithm for the example project.

q CSq Cost(CSq) SP(ω1) SP(ω2) SP(ω3) BRC BSC BOV

yq
1 yq

2

1 10 15 775 Infeasible 0 10,000 10,000
2 11 15 803 Infeasible 0 10,000 10,000
3 10 16 808 Infeasible 0 10,000 10,000
4 12 15 831 Infeasible 0 10,000 10,000
5 11 16 836 Infeasible 0 10,000 10,000
6 10 17 841 Infeasible 0 10,000 10,000
7 13 15 859 Infeasible 0 10,000 10,000
8 12 16 864 Infeasible 0 10,000 10,000
9 11 17 869 Infeasible 0 10,000 10,000

10 10 18 874 11.8 9.582 9.640 874 30.40 904.40
11 14 15 887 Infeasible 874 30.40 904.40
12 13 16 892 Infeasible 874 30.40 904.40
13 12 17 897 7.984 Dominated 874 30.40 904.40
14 11 18 902 9.581 Dominated 874 30.40 904.40
15 10 19 907 Stop 874 30.40 904.40

As shown in Table 7, at the beginning of the BFS algorithm, we assign a big
number to BOV and BSC and let BRC = 0. Then, in all steps 1 to 9, the first
sub-problem (SP(ω1)) reaches infeasibility, but in step 10, all the sub-problems
are solved, resulting in BOV = 904.40. We then skip steps 11 and 12 due to the
infeasibility of sub-problems. In steps 13 and 14, the sum of the objective value of
the first sub-problem and the cost of the corresponding combination is higher than
the available best-found solution. Therefore, the “Dominated” case takes place, and
we stop solving other sub-problems in that iteration. Eventually, in step 15, the

Fig. 2. The obtained schedule of scenario 1.
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Fig. 3. The obtained schedule of scenario 2.

Fig. 4. The obtained schedule of scenario 3.

cost of the corresponding combination is higher than the best-found solution; the
algorithm stops, and the final solution is achieved as y1 = 10 and y2 = 18.

Figures 2 to 4 represent the Gantt chart corresponding to the optimal schedule
of each scenario, where the shortfalls of resources are shown by a crosshatch pattern.

5. Scenario Generation and Reduction Methods

In this section, first, we describe how the scenario set Ω is generated for the RACP-
SRA, called the scenario generation method. Next, we explain how this set can
be diminished and mapped to a smaller appropriate set of scenarios, named the
scenario reduction method.

5.1. Scenario generation method

Each renewable resource has a nonzero probability of breakdown at a period, which
we assume that such breakdowns can be estimated based on the life cycle and
the performance of machines (Van den Berg and Aardal, 2015). Without loss of
generality, we also assume that this probability is time-independent. On account
of this, the breakdown probability of each unit of a resource follows a Bernoulli
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distribution, and the whole resource has a binomial distribution (Jensen and Sun,
2013). Each scenario indicates a set of periods in which some resources fails to
service casually. To generate the set of scenarios for an instance of the RACPSRA,
we use the parameters described in Table 8.

In our scenario generation method, each scenario is defined by an ordered pair
(tθ, kθ), where tθ ∈ Tω denotes the period in which resource kθ ∈ Rω has fkθtθω units
reduction in its level. Rω = {k1, k2, . . . , ks} is the set of resources which corresponds
to Tω that an arbitrary amount of reduction happen in their levels. It should be
noted that there might be some repetitive elements in this set. We also assume that
the total number of the ordered pairs in all scenarios is equal to s.

To define the probability of each scenario, we first need to estimate the proba-
bility of a f -units reduction in resource k. As mentioned in Sec. 3, in the TSSPM,
we defined the resource levels as decision variables, but here we assume that the
level of resource k is approximately equal to ydet

k . The values of ydet
k are determined

using Eq. (17) and values of yk
t , obtained by solving the DM model:

ydet
k = max

t∈T
{yk

t }; ∀ k ∈ R. (17)

Considering the above assumption, we can calculate the probability of f units
reduction in the level of resource k ∈ Rω at time t in scenario ω ∈ Ω as follows:

P (fktω = f) =
(

ydet
k

f

)
× (pk)f × (1 − pk)ydet

k −f ; ∀ t ∈ Tω,

∀ k ∈ Rω, ∀ω ∈ Ω. (18)

Now, we assume that the maximum reduction in the level of resource k is fmax
k .

We also presume that the probability of having no reduction in the resource levels
is zero (P (fktω = 0) = 0). To calculate the probability of resource reduction, we
use the conditional binomial distribution as follows:

P (fktω = f | 1 ≤ fktω ≤ fmax
k ) =

(
ydet

k
f

)× (pk)f × (1− pk)ydet
k −f∑fmax

k

λ=1

(ydet
k
λ

)× (pk)λ × (1− pk)ydet
k

−λ
. (19)

Following the given formulas, the probability of scenario ω ∈ Ω is calculated by
the following equation:

πω =
s∏

θ=1

P (fkθtθω). (20)

Table 8. Description of parameters used in scenario generation method.

Parameter Definition

s total number of ordered pairs defined as (tθ , kθ) in scenario ω
yk

t the total usage of active activities from resource k at time t
pk the probability of one unit shortfall of resource k at any time unit
fmax

k the maximum reduction in the level of resource k
Rω the set of resources which encounter shortfall in scenario ω
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5.2. Scenario reduction method

In this section, we present the scenario reduction method to decrease the number
of possible scenarios and the complexity of the problem. The parameters used in
this method are described in Table 9.

This algorithm works based on the Kantorovich distance concept. This measure
is also used by Bruninx and Delarue (2016) and determines the optimal reduced set
of scenarios by computing the probabilistic distance between two scenario sets. We
also need to use the Monge–Kantorovich mass transportation problem (Heitsch and
Römisch, 2003). This problem is proposed as the well-known linear transportation
problem, described below, for two discrete sets of Ω and Ω′. These two sets have
finite probability distributions Q =

∑|Ω|
ω=1 πω and Q′ =

∑|Ω′|
ω′=1 πω′ , respectively,

min
∑
ω,ω′

c(ω, ω′)ηωω′ , (21)

s.t. ∑
ω

ηωω′ = φω′ , ∀ω′ ∈ Ω′, (22)

∑
ω′

ηωω′ = πω, ∀ω ∈ Ω, (23)

ηωω′ ≥ 0, ∀ω′ ∈ Ω′. (24)

In this model, we aim at eliminating some scenarios from set Ω and transferring
their probability space to the remaining ones while minimizing the cost of trans-
ferring. The cost is denoted by c(ω, ω′), which accounts for the distance between
two scenarios. ηωω′ represents the amount of probability space that is transferred to
scenario ω′ in case of omitting scenario ω. We assume that J is the set of scenarios
that is remained from set Ω such that J = Ω\Ω′. In the case where the space prob-
ability of a scenario is completely transferred to another scenario, we can rewrite

Table 9. Description of parameters used in scenario reduction method.

Parameter Definition

Ω′ = 1, . . . , |Ω′| the set of reduced scenarios with index ω′
Q the finite probability space of set Ω
Q′ the finite probability space of set Ω′
ω0 a fixed element of set Ω

ASk
t the set of activities that use resource k at time period t

NIAk
t number of activities that the reduction in resource k at time t

changes their start time
suc(i) the set of direct and indirect successors of activity i
πω the probability of scenario ω in probability space Q
φω′ the probability of scenario ω′ in probability space Q′
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the Kontorovich distance measure as follows:

D = min

{∑
ω∈J

πω · min
ω′∈Ω′

c(ω, ω′)

}
. (25)

Equation (25) represents a version of the set covering problem in which the
set of scenario Ω is covered by two sets J and Ω′ with the coverage cost D. Since
the set covering problem is NP-hard (Chvatal, 1979), heuristic algorithms must be
developed to solve it in a reasonable time. In this regard, Dupacová et al. (2003)
introduced the fast forward and backward algorithms. The fast forward algorithm is
faster in case of having a small-size set of reduced scenarios (Heitsch and Römisch,
2003). Therefore, we apply this method to our problem. At the outset of this algo-
rithm, we start with an empty set and choose a specific number of scenarios one by
one. Dupacová et al. (2003) presented the objective function of this model as given
in Eq. (31), where ω0 is a fixed element in set Ω, and h is a positive continuous
non-decreasing function where h(0) = 0,

c(ω, ω′) = max{1, h(‖ω − ω0‖), h(‖ω′ − ω0‖)} · ‖ω − ω0‖. (26)

We also define the distance between two scenarios ω and ω′ by a function in which
Gω is the score of scenario ω,

c(ω, ω′) = |Gω −Gω′ |. (27)

Furthermore, we define the distance between two scenarios by a function in
which Gω is the score of scenario ω. In order to calculate the scenario scores, we
need to investigate how reducing the level of resource k in scenario ω affects the
model. This reduction impacts on two main factors: (a) the total cost of the model,
and (b) the scheduling of the activities. Considering these factors, we can formulate
the score of scenario ω as follows:

Gω =
s∑

θ=1

fkθtθω

ydet
kθ
− ykθ

tθ
+ 1
× c′kθ

ckθ
× NIAkθ

tθ

n
, ∀ω ∈ Ω, (28)

where fkθtθω

ydet
kθ

−y
kθ
tθ

+1
× c′kθ

ckθ
denotes the effect of the resource level reduction on the

total cost. We compare the reduction fkθtθω to the ydet
kθ
− ykθ

tθ
+ 1 to measure the

cost impact. The lower consumption of resource kθ at time tθ, the more freedom for
reducing the resource level at that time and the lower shortfall cost. We also add

one unit to the denominator to prevent it from getting zero. Besides,
NIA

kθ
tθ

n captures
the effect of resource reduction on scheduling. To obtain NIAkθ

tθ
, we determine the

activities we have difficulty in performing them at time tθ in case of reducing the
level of resource kθ. Thereafter, we specify their successors. If there is more than one
activity using resource kθ at the same time, we show them with set ASkθ

tθ
, and then

divide the total number of successors by the number of activities in the mentioned
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set:

NIAkθ
tθ

=

∑
∀ i∈AS

kθ
tθ

|suc(i)|
|ASkθ

tθ
| . (29)

Having the score of each scenario, we then proceed with the scenario reduction
algorithm as it is provided by Heitsch and Römisch (2003).

6. Computational Results

To investigate the performance of the developed algorithms, we generated 180 ran-
dom test instances. The algorithms were coded in Visual C++ and run on a portable
computer with an Intel Core i7 (3.40 GHz, 32 GB of RAM) under Windows 10 oper-
ating system. We also used the IBM ILOG CPLEX 12.8 to run our models.

6.1. Experimental setup

We generated the random instances by RanGen software (see Vanhoucke et al.
(2003)) based upon three main parameters: (1) number of activities, (2) number of
resources, and (3) network complexity. The network complexity of a test instance
implies the number of direct and indirect precedence relations among activities
divided by the maximum number of possible precedence relations in that instance.
The number of activities and resources are taken from the sets {20, 25, 30} and
{1, 2}, respectively. The network complexity is considered as OS ∈ {0.4, 0.6, 0.8}.
Finally, for each combination of the aforementioned parameters, we generated ten
random instances resulting in 180 test instances in total.

As the first step, we solved all the instances using the deterministic RACP model
(developed by Demeulemeester (1995)) by the CPLEX and obtained the ydet

k values.
We found that considering all periods in which resource failure might happen signif-
icantly enlarges the solution space and makes the problem intractable. Therefore,
we only confined failure periods to a particular set, called the set of critical periods
(Tcr). To create this set, we considered periods in which ∃ k; yk

t ∈ [ydet
t −2, ydet

t ] and
one resource might fail to serve in them. Consequently, we considered an ordered
pair (tθ, kθ) for each period and its corresponding resource, where set Tcr contains
all the ordered pairs. We also assumed an upper limit for the reduction of each

resource level in such a way that fkθtθω ≤ ydet
kθ

2 .
To generate each scenario, we randomly selected eight ordered pairs from set

Tcr, and for each chosen pair we took a random value for fktω from discrete uniform

distribution [1,
ydet

kθ

2 ]. Then, to obtain the probability of each scenario, we first took a
random value from U(0.7, 0.8) and then calculate πω and Gω as explained in Sec. 5.

Finally, for each test instance, 50 scenarios are generated, and their probabil-
ities were normalized to achieve the complete probability space. We also applied
the scenario reduction algorithm and reduced the number of scenarios to 50% (25
scenarios) and 25% (12 scenarios) of the initial amount.
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6.2. Computational performance

In this section, we provide the computational results of the TSSPM and the DBA.
For this purpose, we set the time limit to 3,600 seconds in the CPLEX, and the
stopping criterion is reaching a relative gap of at least 0.0001 between the best-
found integer solution and the best lower bound of the remaining nodes. This gap
is denoted by the percentage of the relative gap, shown as PRG, in the following.

In the case of solving the instances with the all scenarios, the complexity of the
problem is considerably high. Thus, the CPLEX stops at the given time limit before
reaching the optimal solution. In this case, we used the average of PRG (APRG)
to compare the results of different instances. Table 10 represents APRG on each
group of instances, which are categorized based on the number of activities (n), the
number of precedence relations (OS), as well as the number of resources (m) with
50 scenarios.

As can be seen, increasing the number of activities and the number of resources
leads to a higher value of APRG, which is caused by the higher complexity of
the problem. In terms of the number of precedence relations, we expected that by
increasing this value, the slack of activities increases, and the problem gets easier
to solve. Despite our expectations, however, we found that in the time limit of one
hour, APRG gets larger when OS increases. The reason might well be due to the fact
that the CPLEX is not able to find a better (larger) lower bound for the instances
with larger OS, hence, the APRG increases.

Tables 11 and 12 summarize the APRG when the number of scenarios is dimin-
ished to 25 and 12, respectively.

According to the above tables, the same trend takes place when the number of
scenarios is reduced.

We also categorized the instances based on the number of scenarios and activi-
ties. As a result, we have 180 instances equally categorized in three groups with 20,
25, and 30 activities, in which three subgroups, with 12, 25, and 50 scenarios, are
involved. We show the results of these groups in Fig. 5. This figure signifies that
decreasing the number of scenarios leads to a reduction in APRG. Since reducing
the number of scenarios decreases the number of constraints and decision variables,

Table 10. The APRG of TSSPM for the
complete version of scenarios.

m OS n

20 25 30

1 0.4 8.7 12.9 13.4
0.6 10.5 16.2 21.2
0.8 17.0 26.0 33.6

2 0.4 19.3 19.6 20.0
0.6 23.6 24.2 28.2
0.8 28.8 36.5 37.9

2350008-19



November 4, 2023 9:47 WSPC/S0217-5959 APJOR 2350008.tex

H. Moghaddaszadeh, M. Ranjbar & N. Jamili

Table 11. The APRG of TSSPM for 25 scenarios.

m OS n

20 25 30

1 0.4 4.7 10.4 11.3

0.6 5.1 12.1 18.1
0.8 9.2 21.9 30.7

2 0.4 15.7 16.9 17.0
0.6 16.0 19.9 25.5
0.8 21.3 29.1 33.9

Table 12. The APRG of TSSPM for 12 scenarios.

m OS n

20 25 30

1 0.4 1.5 5.6 6.1
0.6 1.5 8.8 13.0
0.8 2.2 12.0 20.5

2 0.4 11.3 13.1 13.3
0.6 11.8 15.6 21.5
0.8 13.2 21.7 28.3

Fig. 5. The comparison of APRG for instances with reduced number of scenarios.

the problem complexity is also reduced, and in a given time limit, a solution with
a lower PRG can be achieved.

It is worth mentioning that when the TSSPM is employed, only 3% of test
instances, including those address the reduced version set of scenarios, could reach
zero PRG in less than 3,600 seconds. Table 13 shows the average runtime of solving
the instances using the TSSPM. In each group, the number of instances that reached
optimality within the given time limit is reported inside the parenthesis.
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Table 13. The average runtime of the TSSPM.

|Ω| n

20 25 30

50 3524 (2) 3550 (1) 3600 (0)
25 3256 (7) 3548 (1) 3600 (0)
12 3057 (10) 3473 (2) 3600 (0)

We implemented the DBA on the 180 instances using the complete version of
scenarios and provided the average runtime (in seconds) in Table 14.

The DBA is capable of solving all the instances in less than an hour. The group
of instances with n = 30, m = 2, and OS = 0.4 had the highest runtimes with
an average of 2,300 seconds. This group accounts for 5% of all the instances. Half
of the all instances took less than 100 seconds to obtain the optimal solution, and
40% of them are solved between 100 to 1,000 seconds. The rest of the instances (5%
of the total) had a runtime of almost 1,800 seconds, which is still half of the time
spent solving the TSSPM.

According to Table 14, it can also be concluded that increasing the number
of activities and the number of resources causes an increase in the runtime of the
DBA. However, increasing the precedence relations has diminished this measure.
The reason is that the larger number of relations decreases the slack of activities;
their possible start and finish times are declined.

We also implemented the DBA in conjunction with the scenario reduction
method, where the number of scenarios was 25 and 12. These results are presented
in Tables 15 and 16.

As can be seen in Table 15, in case of a 50% reduction in the number of scenarios,
55% of the instances were solved in less than 100 seconds, while the rest reached
the optimal solution between 100 to 1,000 seconds.

According to the data given in Table 16, in case of decreasing the scenarios to
25% of their initial number, 67% of the instances found the optimal solution in less

Table 14. The APRG of TSSPM for complete
scenarios.

m OS n

20 25 30

1 0.4 59.4 225.3 702.8
0.6 25.2 92.3 567.7
0.8 16.1 45.4 98.3

2 0.4 179.1 785.8 2289.0
0.6 83.0 641.8 1892.4
0.8 54.1 79.0 238.5
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Table 15. The APRG of TSSPM for 25 scenarios.

m OS n

20 25 30

1 0.4 30.2 104.7 318.3
0.6 12.6 46.6 295.2
0.8 7.6 21.7 50.5

2 0.4 92.3 375.5 996.5
0.6 42.3 329.9 834.5
0.8 30.1 39.6 118.2

Table 16. The APRG of TSSPM for 12 scenarios.

m OS n

20 25 30

1 0.4 15.8 53.7 169.6
0.6 6.5 24.0 154.8
0.8 3.7 11.7 26.3

2 0.4 49.4 224.5 618.3
0.6 21.2 174.5 493.6
0.8 14.9 19.8 64.9

than 100 seconds. The remaining instances were also solved optimally between 100
to 1,000 seconds.

Figure 6 depicts the runtime of the DBA in different groups of instances. As can
be seen, the number of scenarios has a significant effect on the algorithm’s runtime.
A 50% reduction in the number of scenarios has resulted in a 50% decrease in the
runtime.

Fig. 6. The comparison of runtime of TSSPM and the DBA.
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In order to show the value of stochastic solutions (VSS), we consider each
instance with n = 20 activities and |ω| = 12 and 25 for which we have their
optimal solutions. To obtain the VSS of each instance, we first consider the most
probable scenario as the only possible scenario of the instance and solve it using the
TSSPM to find resource levels (we ignore the obtained schedule). Given the values
of resource levels, we rerun the TSSPM with all scenarios to find corresponding
schedules and the objective function value. Next, we compare it with the optimal
objective value, obtained by the TSSPM and considering all scenarios. For each
instance, we divide the difference between the two aforementioned objective val-
ues, which is called VSS, by the optimal objective value of the instance multiplied
by 100. The average values of this measure, shown as the average percent of VSS
(APVSS), are shown in Table 17. As can be seen, the larger values of m and |Ω| are
considered, the more APVSS is achieved.

6.3. Comparative results

In this section, we compare the performance of the DBA and the TSSPM using the
APD, indicating the average percentage deviation of the results obtained using the
DBA than the TSSPM. The APD is calculated as follows:

APD =

∑60
i=1

DBAi −TSSPi

TSSPi
× 100

60
. (30)

The results are summarized in Table 18.
The negative values in Table 18 indicate the better performance achieved by

the DBA compared to the TSSPM. According to this table, the more the number
of scenarios, the more superiority of the DBA. This signifies the outperformance of
the DBA in more complex problems. Table 19 indicates for how many instances the

Table 17. The APVSS values.

|Ω| m

1 2

12 20.1 15.7
25 27.6 21.3

Table 18. The APD of results in one-hour
time limit.

|Ω| n

20 25 30

50 −9.6% −12.7% −16.3%
25 −5.5% −8.9% −12.2%
12 −2.7% −5.4% −7.9%

2350008-23



November 4, 2023 9:47 WSPC/S0217-5959 APJOR 2350008.tex

H. Moghaddaszadeh, M. Ranjbar & N. Jamili

Table 19. The number of instances that
achieved better solutions by the DBA.

|Ω| n

20 25 30

50 54 60 60
25 49 56 60
12 40 50 60

Table 20. The number of instances with
runtime of less than an hour.

|Ω| n

20 25 30

50 60 60 52
25 60 60 59
12 60 60 60

DBA could find a better solution than the TSSPM. It is worth mentioning that for
no instance the DBA found a worse solution than the TSSPM.

Furthermore, in the version of complete scenarios, 97% of the instances achieved
better solutions when they were solved by the DBA. However, this measure declines
to 92% and 83% for the cases with 25 and 12 scenarios, respectively. The reason
for this downward trend is the improvement that the scenario reduction method
brings to the TSSPM. Generally, we can conclude that in the instances with a
larger number of activities, the DBA performs better in all versions of the number
of scenarios. This conclusion is more important when we observe that for almost
all the instances, the runtime of the TSSPM was 3,600 seconds, but it could not
obtain the desired convergence in this time limit. On the other hand, the runtime
of the DBA is much less than the TSSPM, and only 1% of the instances took more
than 3,600 seconds to achieve the stopping criterion. Table 20 shows the number
of instances that could be solved within the one-hour time limit by the DBA. This
table confirms that more than 99% of the all instanced have been solved optimally
within one hour. Moreover, Table 21 indicates the percentage of instances that have
been solved within each runtime interval.

Table 21. Time intervals of runtime in the DBA.

|Ω| Time intervals (seconds)

[0, 100] [100, 1,000] [1,000, 3,600]

50 50% 38% 12%
25 55% 45% 0%
12 67% 33% 0%

Total 57% 39% 4%
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Fig. 7. The comparison of CPU runtimes based on the number of activities.

Fig. 8. The comparison of CPU runtimes based on the number of scenarios.

According to Table 21, the DBA creates a runtime less than 100 seconds for 57%
of the instances, and only it takes more than one hour for 4% of them. Figures 7
and 8 compare the runtime of the two developed solution approaches based on
the number of activities as well as the number of scenarios. Both figures show the
superior performance of the DBA algorithm. The average runtime for the TSSPM
is 3,467 seconds while this value is 775 seconds for the DBA. In other words, the
average runtime was declined more than 77% in by the DBA.

7. Summary and Outlook on Future Research

In this paper, we studied the resource availability cost problem with stochastic
resource availability. We defined a set of scenarios to deal with the uncertainty of
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resource levels. To solve the problem, we formulated it as a two-stage stochastic
programming model and used the CPLEX to solve it. We then found out that the
model is unable to be solved in less than one hour, even for the small-size instances.
Therefore, we developed a decomposition-based algorithm that is capable of solving
the instances in a reasonable time. Furthermore, we proved our developed algorithms
find optimal solutions when the number of resources of the problem is not more than
two resources. The quality of the solutions obtained by the decomposition-based
algorithm is better than the TSSPM in 91% of the instances.

For future studies, several directions can be considered. First, developing exact
solution methods that can find the optimal solution in the general form (m > 2) is an
interesting and challenging research topic. In addition to this, efficient heuristic or
metaheuristic algorithms can also be developed to solve the problem. Besides, infla-
tion can be added to the problem so that the cost of resources changes over time.
Another assumption that can be interesting is the activity preemption. In other
words, in the case of a shortfall in a resources, we have two options to address: sup-
plying them externally or halting the activity and re-start it whenever the required
resources are available.

Appendix A

We consider the problem into two cases and investigate them separately.

Case A: m = 1.

In this case, we know that ydet
1 is the optimal schedule for the RACP. If we con-

sider the resultant schedule of the RACP for the RACPSRA, we encounter short-
falls due to the abatement at the resource level. Moreover, if we adjust (ymax

1 ) to
ydet
1 + max{f1tω | ∀ω ∈ Ω, ∀ t ∈ Tω, no shortfall takes place in the optimal solution.

Consequently, increasing the resource level to a magnitude more than this would
result in no cost reduction. As a result, the optimal solution to the problem would
be less than ymax

1 , hence, the optimal value of y1 would undoubtedly be in interval
[ymin

1 , ymax
1 ] and the DBA is able to achieve it.

Case B: m = 2.

In this case, we must find lower and upper bounds for each resource. To this end, we
first assume that the second resource is unlimited and minimize the first resource
level based on the CSA algorithm, leading to a valid lower bound for the first
resource (ymin

1 ). This results in a set of schedules, called X1, and each of them cor-
responds to a scenario. We are able to find an upper bound for the second resource
level based on ymin

1 and X1, shown by ymin
2 (1) and obtained through MP(X1, ymin

1 ).
It must be noted that ymin

2 (1) might not be a valid upper bound for y2 because
there likely exists another set of schedules (X2) and resource level for y2 which
may give rise to a smaller total cost. This might happen when a higher level is
addressed for y2 resulting in a lower shortfall cost. As the worst case, suppose all
shortfall costs relate to the second resource, and we aim at decreasing the shortfall
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costs by means of increasing the second resource level. This trade-off leads to a
better solution until SCMP ≥ c2. Consequently, we establish a valid upper bound
for y2 as ymax

2 = ymin
2 (1)+[SCMP

c2
]. Likewise, we can acquire ymin

2 and ymax
1 using the

aforementioned process and exchanging the role of the two resources. The optimal
values of y1 and y2 are within intervals [ymin

1 , ymax
1 ] and [ymin

2 , ymax
2 ], respectively.

All possible combinations of y1 and y2 are considered in set CS, transformed into
ordered set OCS based on ascending total costs. Therefore, the final solution of the
BFS algorithm is the best solution among combinations of CS, and it would be the
optimal solution.
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