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Abstract
In recent years, Vehicular Ad-hoc Network (VANET) has become an essential component

of intelligent transportation systems that, along with the previous systems such as traffic
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vehicle to vehicle and vehicle to the roadside unit to facilitate road transportation. Several
challenges hinder efforts to improve traffic conditions and reduce traffic fatalities through
VANET. A critical challenge is achieving highly accurate and reliable vehicle localization
within the VANET. Additionally, the frequent unavailability of Global Positioning Sys-
tem (GPS), particulatly in tunnels and parking lots, presents another significant obstacle.
Traditional methods like Dead Reckoning offer low accuracy and reliability due to accu-
mulating errors. Similarly, GPS positioning, map matching with mobile phone location
services, and other existing solutions struggle with accuracy and economic feasibility. In
this article, two Kalman filter approaches ate used based on signal statistical information
and the other learning-based networks, including traditional neural network, deep neural
network and LSTM (long short-term memory) to locate the car. The prediction error of car
position with root mean square measures. The squared error and distance prediction error
are evaluated. It is shown that in terms of prediction time and processing time of vehi-
cle localization, all the vehicle localization methods are efficient in terms of response time
for localization, and Kalman filter methods, traditional neural network and deep neural
network are faster than LSTM method. Also, in terms of localization error, Kalman filter
works better than learning-based methods, and in learning-based methods, both deep neu-
ral network and LSTM methods perform better than traditional neural network in terms

of localization error.

1 | INTRODUCTION Research in the field of localization for VANET has provided

methods to manage and control the efficiency of localization

In recent years, the use of Vehicular Ad hoc Networks
(VANETS) as platforms for implementing intelligent trans-
portation systems has been considered by government agencies,
industry, and research centers [1, 2]. On the other hand,
the significant expansion of vehicular networks to increase
road safety, has improved transportation efficiency, road traf-
fic management, and the comfort of vehicle occupants, and
has raised concerns about the lack of bandwidth allocated to
these networks. The use of localization technology is of great
importance in improving the efficiency of vehicular network
communications and providing the quality of service expected
in safety/non-safety applications [3].

technology in vehicular networks due to the particular charac-
teristics of vehicular networks such as high mobility and variable
network topology [4-8]. The challenges of implementing this
technology can be explored in the vast and dynamic environ-
ment of VANET for new methods in traffic efficiency and
access patterns. A VANET is an ad-hoc wireless network of
mobile vehicles with infrastructure support. Driver decisions,
the continuous movement of vehicles, and high speed have cre-
ated unique features in these networks. Therefore, localization
for data dissemination in these networks is a unique and impor-
tant issue. Localization in these networks is divided into several
categories, one of the mostimportant of which is location-based
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localization. General Packet Radio Service (GPRS) localization
protocol is one of the leading protocols in location-based net-
works [9]. In the current transportation systems, most vehicles
are equipped with Global Positioning System (GPS) systems.
The GPS signal transmitted from satellites can be used to locate
a vehicle [10, 11]. The available GPS-based vehicle localization
systems employ the Kalman Filter (KF), Neural Network (NN),
and Dead Reckoning (DR) algorithms. The KF and DR have
better localization accuracies than NN, however, NN outper-
forms the two others in high noise level [10]. On the other hand,
the DR may lead to errors due to information accumulation.
Reliability is crucial in GPS-based localization methods. How-
ever, KF and DR are dependent on the GPS signal which makes
them unreliable since the GPS signal is not constantly available,
for example, in tunnels and covered areas the GPS signal is lost.
NN is a reliable approach for GPS-based localization, especially
in modern cities where GPS information is lost in many places.
In this approach, the NN is trained when the GPS signal is
available and then employed for localization. Besides, the KF
requires the system dynamic equations (a process model and a
measutement model) while it is not possible to write the model
for all sensors. However, NN inherently extracts the dynamics
(model) of the system during the training.

1.1 | Related works

A study by [12] employed a KF to enhance the localization
accuracy of a two-wheeled mobile robot. The robot collected
data through odometry, an inertial measurement unit, and ultra-
sonic sensors. The KF processed this data to predict and rectify
errors, while the differential stimulus and measurement models
accounted for and addressed environmental noise. [13] utilized
a KF with repeating data packets. This system dynamically gen-
erates location updates based on a predefined threshold and the
distance between nearby vehicles. This approach significantly
reduces message traffic and improves packet delivery, leading
to improved network bandwidth, reduced database load, and
enhanced communication reliability. [14] presented a KF-based
approach for vehicle localization. Their method avoids storing
all previous data by discarding the second-to-last state, making it
memory-efficient and suitable for embedded systems that com-
bine GPS and video data. Authors of [15] proposed a system for
highly accurate vehicle localization under dynamic and unstable
conditions. It combines vehicular kinematic information with
localization measurements received from a VANET. The EIAE-
KF utilizes an innovative “Adaptive Estimation KIF” (IAEKF)
structure to partially renew the kinematic information based on
the received VANET data. Experiments show that the EIAE-
KF achieves the highest level of localization accuracy compared
to other methods, even under varying noise levels.

In [16], researchers used an EKT to predict vehicle posi-
tions in non-linear motion. Their system leverages RSSI and
SINR data and outperforms the ESCL-VNET algorithm in
both accuracy and speed. In [17], authors focused on improving
localization for vehicles exhibiting nonlinear movement pat-
terns using EKFs. They addressed the issue of speed variability

common in urban environments. Their study assumed vehi-
cles equipped with omnidirectional antennas communicating
with roadside units and other vehicles using the IEEE 802.11p
protocol. Additionally, they worked under the assumption that
vehicles could access values such as latitude, longitude, veloc-
ity, and acceleration. [18] compared the EKF and the KF for
vehicle localization using data from GPS and inertial naviga-
tion systems, including steering angle. The EKF proved to be
more efficient than the KF, and it also delivered better local-
ization results overall. Notably, simulations revealed that the
EKF achieved more accurate localization in highway environ-
ments compared to utban settings. Another study [19] explored
integrating trace traffic times and a reduced inertial sensor sys-
tem for vehicle localization. An EKF method was used to
limit location errors. Importantly, this system does not require
synchronized use of trace traffic. Authors of [20] focused on
improving vehicle localization accuracy by combining GPS
data, Vehicle-to-Vehicle Infrared Ultrawide Band distance mea-
surements, and turning data from Inertial Measurement Units.
They specifically aim to reduce the Geometric Dilution of
Precision which can degrade localization. In [21], the authors
proposed a subspace algorithm for measuring Time-of-Arrival
in localization, assuming direct communication between devices
within their transmission range. Their findings suggest that 3D
localization methods in VANET setups outperform previous
approaches, particularly in high-noise environments with fewer
roadside units and a smaller number of autonomous vehicles.

In [11], the authors compared vehicle localization using infor-
mation integration systems and machine learning. In [22], NN
and KT are used for analyzing vehicle location information
in four different directions considering real vehicle movement
and model-based effects. In [23], authors employed NN as a
real-time solution for nonlinear optimization in the localiza-
tion which is caused by the noise of the distance and angle
observations between vehicles.

1.2 | Novelties and contributions

Deep learning (DL) involves many layers, and each layer applies
nonlinear processing units to its input to automatically extract
the feature. It combines the signals received from the previous
layer with the weights and linear transforms and then performs
a nonlinear operation on them and produces the output [24-28].
This paper investigates the use of DL for vehicle location
prediction. We compare the complexity and performance of
our proposed DL methods, specifically Deep Neural Networks
(DNNs) and Long Short-Term Memory (LSTM) networks,
against traditional KF and NN approaches. DL algorithms, due
to efficient hardware generalization and implementation, and
parallel distributed architecture, are suitable for solving complex
problems such as localization in VANETSs. The comparison is
conducted on three distinct vehicle movement patterns: circu-
lar, helical, and L-shaped, across various time intervals. These
trajectories encompass the full spectrum of possible vehicle
movements. Our proposed DL methods demonstrate superior
localization accuracy compared to NNs, while retaining the
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benefits of NNs over KFs as previously discussed. The follow-
ing outlines the key novelties and contributions of this work,

* We employed both traditional (KF) and learning-based (NN,
DNN, and LSTM) methods

* We considered the vehicle movement on three datasets in L,
circular, and spiral paths (all possible trajectoties)

* We comprehensively analyzed both performance and com-
plexity

* We presented discussions regarding comparison of tradi-
tional and learning-based approaches.

This method uses time series prediction models to predict the
location of the vehicle in the future based on the time series data
of the vehicle’s current position and speed. A lookback window
is used to collect input data to the model. This window contains
k+1 samples, which are the first k samples of the input sequence
and the next sample of the output sequence. Supervised learning
methods are used to train the model.

This method fills the gap in the current literature in two
areas:

* Use of time series prediction models: Most existing meth-
ods for location in VANET use traditional machine learning
models that are not suitable for predicting time series. Time
series forecasting models are specifically designed to predict
future values in a time sequence and can perform better in
this field.

* Using the look-back window: Most existing methods use the
entire data history to train the model, which can be inefficient
and costly. Using the look-back window helps to reduce the
amount of data required to train the model and increase its
efficiency.

This method advances the field in two areas:

* Accuracy: Experimental results show that this method can
significantly improve the location accuracy compated to
existing methods.

* Efficiency: This method can significantly increase the effi-
ciency of the model by using the look-back window.

In this analysis, we examine the sensitivity of different vehicle
localization models (KF, traditional NN, DNN, and LSTM) to
changes in input parameters. We choose 3 key parameters for
sensitivity analysis:

* Car movement path: circular, spiral and L-shaped
* Sampling interval: 0.5, 1, 1.5 and 2 seconds
* Noise: Normal distribution with different mean and variance

These parameters directly affect the performance of car local-
ization models. We use different methods for sensitivity analysis,
including, sampling (we collect different samples of data for
each combination of input parameters), evaluation (we evalu-
ate the performance of the models on each set of samples and
measure the localization error and processing time), visualiza-
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FIGURE 1 Localization and predicting network nodes.

tion (we use graphs and tables to show the results of sensitivity
analysis), and findings (performance of all models is highly
dependent on the vehicle’s trajectory). Results show that:

* The KT generally has the lowest localization error, especially
in spiral and L-shaped trajectories.

* DNN and LSTM perform better than traditional NN,
especially at short sampling intervals.

* The performance of the models strongly depends on the
direction of the car. For example, a model trained on a
circular path will perform poorly on a spiral path.

* Machine learning-based models have a weaker performance
against changes in the environment compared to the KF due
to weaker self-organization.

* Choosing the right model for vehicle location depends on
various factors such as vehicle movement path, sampling
interval and noise level.

This paper proceeds as follows: Section 2 explains the
problem statement, Section 3 outlines the proposed meth-
ods, Section 4 presents the simulation results, Section 5 offers
discussions, and Section 6 concludes with a summary and
considerations for future work.

2 | PROBLEM STATEMENT

In this article, we will solve the problem of publishing old
location information in VANET by predicting car location.
Vehicle localization concerning the vehicle to infrastructure
communication in the VANET is shown in Figure 1. The
VANET can be expressed through N node Euclidean graph
G = (I, E,r) where r is range of vehicles communication,
V" = {0y, 1, 13 -, ¥nr—1 } 15 2 collection of vehicles, if »; reaches
; then 7, / > €, node »; is at a distance r from node v).
P, = (X},Y;) € R? is for calculating the position of nodes #;
based on #; € 17 in a localization system. S; is its displacement
speed, and 7, = (X}, Y;) is the actual location of the nodes in a
discrete-time 7.

v
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In the VANET network, car data including car location and
speed B = (x;,,, v, 1),) € R has been calculated by position-
ing systems where x; and jy, are the coordinates of the car
location and #x; and #y, are the speed in the x direction and
the speed in the direction in y, respectively. We want to calculate
the prediction of vehicle location for discrete time step 7 + 1
based on current knowledge of vehicle location (£) at time step
tand previous knowledge of vehicle location (£_),) at time steps
t — n, where 7 is the number of previous time steps to calculate
B = (o1:0r41)-

In fact, our input is the position and velocity of the vehi-
cle, the combination of # previous time steps, these values ate
given to the function /7 (vehicle location prediction algorithms),
and the prediction of the next location of the vehicle is mod-
eled based on this function. This model can be used as a time
series regression forecasting problem and also provide a target
localization problem. The main goal of localization, detection
and continuous estimation is to evolve the target state with
respect to time and update the estimation with measurements.
Since almost all localization methods are model-based and we
considered the speed to be constant. In this way, we can pet-
form the vehicle localization by the discrete time-space model
as Xy = x; + vxtT, and y,.1 =y, + vytT, where T is the time
interval, and x;,4 and y,4; are the following coordinates of the
vehicle location predicted by the model.

3 | DL-BASED LOCALIZATION

The researches conducted in the field of positioning application
in vehicular contingency networks due to the special character-
istics of vehicular networks, including high mobility and variable
network topology, have provided the methods used to man-
age and control more efficiency in the positioning technology
in vehicular networks. We can examine the challenges in imple-
menting this technology in the wide and dynamic environment
of automobile networks in the new methods of using loca-
tion in vehicular contingency networks, especially in the field
of traffic efficiency and access patterns. Based on this, local-
ization for data dissemination in these networks is a special
and important issue. Localization in these networks are divided
into several categories, one of the most important of which is
location-based localization. GPRS location protocol is one of
the leading protocols in location-based networks. In fact, one
of the most important problems to be solved in the VANET
vehicle network is very accurate and reliable localization that we
can provide. In the current technology system, most vehicles are
equipped with GPS system.

Among the location methods, satellite location using GPS,
location using map matching method, location using image and
video processing, location using mobile phone etc. can be men-
tioned. GPS positioning is a global satellite positioning system
that can be used to identify the location of a vehicle. Consid-
ering that the previous methods had low accuracy, unreliable
and high measurement and calculation cost, therefore in our
problem, the proposed method to improve the location of the
car and also reduce the measurement cost and reduce the cal-
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FIGURE 2 Schematic of DL-based localization.

culation and increase the accuracy of one of the methods We
use machine learning called DL in the Python software envi-
ronment considering vehicle-to-infrastructure communication
in the VANET network.

Due to the fact that in places where we do not have GPS
information, we have to use machine learning, that is, when
the GPS signal is available, the machine learning algorithm is
trained, and when the GPS information is lost and we do not
have the GPS information, the trained algorithm can locate. to
do Also, because we want to locate any system with the KF
method, we must write dynamic equations (a process model and
a measurement model) for it. Due to the fact that not all sen-
sors have the ability to write 2 model for them, we have to use
machine learning, which does not need to do this, and during
the training, they learn the dynamics of the system. In the pro-
posed method, we will use a DNN with a regular layer structure.
But we also use the LSTM to check which of these methods is
the most suitable solution. Because of the time dependence, the
RNN structure may be better.

In this paper, we employ KE, NN, DNN, and LSTM. KT and
NN are deployed based on instructions provided by [10]. In the
following, we explain the proposed DL-based methods.

Figure 2 shows the predictive steps in DIL-based methods.
DL-based methods predict the vehicle location based on a
target value, y;, (next vehicle location for the entity / at time 7).
In its simplest form, time series prediction models can predict
one-step-ahead expressed as J; 1 = fis—p:rs Xip—prs5i)-
The vector j; ;41 is the prediction of the next vehicle location,
Jimtoit = Uit e 525} the vector of observations and mea-
surements of vehicle location and x;,_z.; = {x; ;) s i 4}
input vector, which is based on the so-called lookback window
to k windows. The static metadata, s;, is based on the entity
(e.g. location of the sensor) and the prediction function, f(.),
is learned by the DL-based methods. The lookback window
arranges the input dataset by sliding a window of width &+ 1.
The samples in this window overlap which generally obtain
from the /N — 4 window. The £ first values in each window is
the input sequence, and the next values are the output sequence.
For instance, for NV = 8 samples and the lookback window
size £ = 3, the data set will be arranged as {[input;|ontput;)} =
{11, 1, 53144], 112, 13, 14 5], (135 245 1506 (4 155 261 17)s (25 265 171251
[27].

To predict with the learning-based methods, we specify
the input and target of time intervals data for all trajectories
using the lookback window method. We set the window size
to 20 for all time interval data in all trajectories, which specify
the input and target of the learning-based methods. Also, our
target is one-step-ahead (position x and position y). In fact, we
use the previous 20 samples of time interval data (lookback
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TABLE 1  Architecture of learning-based methods.

Dataset Method Epoch Hidden layers Neurons Activation function Momentum Optimizer Batch size
Circular trajectory NN [10] 400 1 1100 Tangent hyperbolic 0.89 SGD 32
DNN 400 3 1100 Tangent hyperbolic 0.95 SGD 32
LSTM 400 1 2048 Tangent hyperbolic 0.95 SGD 32
Helical trajectory NN [10] 400 1 1100 Tangent hyperbolic 0.89 SGD 32
DNN 400 3 1024 Tangent hyperbolic 0.95 SGD 32
LSTM 400 1 2048 Tangent hyperbolic 0.95 SGD 32
L trajectory NN [10] 400 1 1100 Tangent hyperbolic 0.89 SGD 32
DNN 400 3 1800 Tangent hyperbolic 0.95 SGD 32
LSTM 400 1 2048 Tangent hyperbolic 0.95 SGD 32

window = 20) to predict the next vehicle location. We have four
values for four features in each sample; as a result, we have 80
values in each input. Hence, we determine 80 neurons in the
input layer for DNN, and LSTM. We also need two neurons in
the output layer to predict one-step-ahead. After preparing the
input and target, we scale the values of this data such that the
proposed DL-based methods converge faster. We have used the
Min-Max scaler for circular and helical trajectories time intet-
vals data and the Standardizer for L trajectory time intervals
data. The architecture of learning-based methods is given in
Table 1.

Learning-based algorithms receive environmental conditions
as the input data (vehicle location and speed at time steps t-20 to
t) and the next vehicle position (t+1) during the training. Using
mathematical calculations, they aim to find a mapping function
that maps the input to the output with minimal error. The learn-
ing process allows the learning-based methods to continuously
learn and update their parameters as new data becomes avail-
able, adapting to environmental conditions. The values of the
mapping function are updated at each time step based on the
data to improve the function’s understanding of the environ-
mental conditions. At the end of training, the best mapping
function is obtained based on the data. This mapping function
can predict the vehicle’s position based on the environmen-
tal conditions (input data) it was trained on. Thus, the more
the algorithm is trained on different environmental conditions
(more data) during the training phase, the better the results it
can provide. The LSTM, due to its ability to learn long-term
temporal dependencies on data, utilizes information from the
previous neurons in the current layer as well as the previous lay-
ers to predict the next time step (next vehicle location). This
technique (learning long-term temporal dependencies on data)
can achieve better results on time series data.

Figure 3 shows the process of predicting the next position
of the car for each of the learning-based algorithms. We deter-
mined the input and output data of the time intervals of all three
routes with the look-back window method. The input is such
that we have considered the window size for time interval data
in all types of trajectories (circular, spiral, and L) (20) to spec-
ify the input of learning-based methods. Actually, we use the
previous 20 samples of time interval data to predict the loca-

tion of the car, and in each sample we have four values for four
features.

In the NN architecture (Figure 3a), the inputs first enter the
neurons (Figure 3b) of the first layer, the number of neurons
of the first layer is 1100 and its activity function is the hyper-
bolic tangent, based on their structure, they apply mathematical
operations as explained by [29] on the input. Finally, the out-
put of this layer goes to the last layer, and the last layer has 2
neurons that determine the next position of the car by a linear
activity function which works best when we want to predict a
real number.

DNN architecture is similar to NN and the only difference is
in the number of layers and the number of hidden layer neurons.
In this architecture, we used 3 hidden layers of each layer with
1024 neurons, and the mathematical operation of the DNN
architecture neuron is exactly similar to the NN architecture.
Calculations of this type of neuron structure (Figure 3c) in these
two architectures can be done in parallel in each layer, and this
increases the speed of these architectures.

In the LSTM architecture (Figure 3d), the structure of the
neuron, as you can see in (Figure 3e), is completely different
from the structure of the neuron in the NN and DNN archi-
tecture (Figure 3b). Also, due to the connections of neurons in
each layer of the LSTM architecture, parallel calculations of neu-
rons in each layer are not possible. In fact, in addition to being
connected to the neuron of the previous layer, each neuron is
also connected to the previous neuron in the same layer. One
reason LSTM is slower than DNN and NN is the connections
of neurons in each layer, and another reason is that each neuron
has heavy mathematical calculations based on its structure. In
fact, each neuron depends on the input of the previous neuron
in the current layer in addition to the input of the previous layer
to perform its calculations. The neurons are calculated sequen-
tially with the hyperbolic tangent activity function until the last
neuron, the output of the last neuron is connected to two neu-
rons, which is responsible for calculating the next position of
the vehicle, and the activity function of these neutrons is also
linear like the previous two architectures. All the hyperparam-
eters of all three architectures, such as the number of neurons
and activity functions, were selected based on trial and error, in
fact, they had the best performance.
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FIGURE 3 (a) NN, (b) NN neuron, (¢) DNN, (d) LSTM, and (¢) LSTM neuron structures.

4 | DATASET GENERATION

We synthetically generated three datasets for vehicle movement
on circular, helical, and L trajectories shown in Figure 4. Each
dataset has 40000 points, after scaling in all trajectories time

intervals data, we considered 80% of the data as train data and
20% of the data as test data. We assume that the sampling is
every 0.5 seconds. The feature vector is composed of four fea-
tures including position x, position y, velocity in the x-direction,
and velocity in the y-direction. We also considered the vehicle
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FIGURE 4 (a) circular, (b) helical, (c) and L trajectories.

with constant velocity. To be more practical, we add Gaussian
noise to each trajectory, the circular and L trajectories have a
mean of 0.5 and variance of 0.5, and the helical trajectory has
a mean of 0.1 and a variance of 0.5. The generated datasets are
publicly available'.

5 | SIMULATION RESULTS

We use Keras [30] and TensorFlow [31] Python libraries to
implement the proposed learning-based algorithms. Tensot-
Flow is an open source DL framework developed by Google
that is used to express the interface of machine learning algo-
rithms and implement the algorithms. Keras is a high-level

! https://drive.google.com/file/d/1u69ZYbmCzquVTOcBIxACODvuw8GBSXf4 /view?

usp=sharing

neural network API and can run on top of TensorFlow. To
implement the KF, we used the Python library Filterpy, which
has implemented a number of Bayesian filters, especially KFs
[32].

We evaluate the performance of localization methods by
Root Mean Square Error (RMSE) and Predicted Distance Error
(PDE). The PDE and RMSE are common metrics used to
evaluate the performance of the KF by assessing the differ-
ence between the filter’s estimates and the actual measurements.
The KF can obtain optimal sequential estimates when the noise
is Gaussian and also optimal linear estimation even when the
errors are not Gaussian. KF from a linear operator to generate
a new state (prediction) at each non-continuous time along with
the noise. This filter is a set of state space models and mathemat-
ical equations, which is a two-stage estimator in the first stage of
prediction and in the second stage of updating based on the cut-
rent data. At each time step, the KF predicts the next position of
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the vehicle (prediction step) and these predicted values are mea-
sured with the actual values by these criteria for each of the time
intervals, and finally the average of these values is presented.
Also, we use predicted time and processing time to evalu-
ate the execution time. Predicted time is the average time that
a vehicle predicts its next location and the processing time is the
average time for the localization at each time step. We predict
vehicle location for time intervals 0.5, 1, 1.5, and 2 seconds.
Figure 5 demonstrates (a) PDE, (b) RMSE, (c) predicted
time, and (d) processing time for circulat trajectory, consider-
ing NN, DNN, LSTM, and KF. As seen in Figures 4a and 4b,
all methods predict well. Also, as the time interval of the sam-
ples increases, the error of these methods increases. However, in
the PDE parameter, with increasing time intervals, the increase
of the KF method error is negligible. Among vehicle localiza-
tion methods, the KF has provided better results than the other
methods. The LSTM provides better results among learning-
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(a) PDE, (b) RMSE, (c) predicted time, and (d) processing time for circular trajectory, considering NN, DNN, LSTM, and KE.

based methods. Also, in the learning-based methods, both our
proposed methods LSTM and DNN are better than the NN of
reference [10]. As seen in Figures 4c and 4d, the KF is the fastest
method, and also the LSTM is the slowest. Of coutse, all meth-
ods are effective for vehicle localization, since the minimum
time interval we have in the dataset is 0.5 seconds, and our slow-
est method is the LSTM which can perform vehicle localization
in 0.02 seconds and process each step time to predict.

Figure 6 demonstrates (a) PDE, (b) RMSE, (c) predicted
time, and (d) processing time for helical trajectory, consider-
ing NN, DNN, LSTM, and KF. As seen in Figures 5a and 5b,
the obtained errors are much more than the circular trajectory.
In helical trajectory like circular trajectory, the error increases
with increasing time intervals. The KF method in this trajec-
tory, like the circular trajectory, has a small error, however, the
errors of learning-based methods NN, DNN, and LSTM are
higher. Similar to the circular trajectory in the helical trajectory

B5UBD17 SUOWLIOD BAIER1D 3|cedldde au Aq pauLA0 a2 91 VO (38N JO S3INJ 10} A1 ITAUIIUO AB]1A LD (SUOIPUCD-PUR-SLLIBI WD A 1M Afeq)1BU1|UO//SHNY) SUORIPUOD Pue SULB L 34} 835 *[17202/20/TE] U0 Areigiauliuo 4811 ‘(oul eAnge ) aqnopesy Aq 62G2T Z/6Y0T OT/I0PA0D" &3] 1M Afeiq1pUt|UO YO IEasa.1B I//: Sty W0} pape0|uMoq ‘0 ‘82G6TSLT



REZAZADEH ET AL.

16

14

12

10

PDE (m)
(-]

0.5 1 1.5 2
Time Interval (s)

(a)

0.0200

0.0175

0.0150

0.0125
—— NN

e DNN
—+- LSTM
-=- KF

0.0075

Predicted Time (s)
=)
o
=
1=
1=

0.0050

0.0025

0.0000
0.5 1 1.5 2
Time Interval (s)

©

FIGURE 6

among learning-based algorithms, the LSTM has less error than
the other two algorithms. In learning-based algorithms, our pro-
posed algorithms LSTM and DNN have less error than the NN
of reference [10]. Also, in this trajectory, like the circular trajec-
tory, the KF is the fastest method, and the LSTM is the slowest
method. Similarly, all methods ate ideal for localization since
our slowest method is the LSTM, which can predict the vehi-
cle location in less than 0.02 seconds and process each time step
for forecasting,

Figure 7 plots (a) PDE, (b) RMSE, (c) predicted time, and (d)
processing time for L trajectory, considering NN, DNN, LSTM,
and KE As seen in Figures 6a and 6b, due to the breakpoint
in L trajectory, the errors of the learning-based methods in the
PDE parameter are high, but in the PDE parameter, the KF
method has a small error. However, in the RMSE parameter
error, the KF method, like the previous two trajectories, can-
not provide less error, and also, the breakpoint has a negative
effect on the KF method in this parameter but also the results
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(a) PDE, (b) RMSE, (c) predicted time, and (d) processing time for helical trajectory, considering NN, DNN, LSTM, and KE

of the KF in this trajectory are still better than other methods.
In the L trajectory, as in the circular and helical trajectories, the
error increases with increasing time intervals. As with the previ-
ous two trajectories in the L trajectory, the LSTM has less error
between learning-based methods than the other two methods.
Also, our proposed methods LSTM and DNN, have less error
in learning-based methods than the NN of reference [10]. Like
the previous two trajectories, as seen in Figures 6c and 6d, the
LSTM is the slowest, and the KF is the fastest. All methods
are ideal for vehicle localization, and they can perform localiza-
tion in less than 0.02 seconds and also processed each time step
for prediction.

6 | DISCUSSIONS

In this article, we evaluate the location of the VANET. The
methods that have been used to predict the vehicle position
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FIGURE 7 (a) PDE, (b) RMSE, (c) predicted time, and (d) processing time for L trajectory, considering NN, DNN, LSTM, and KE

include KF based on signal statistical information and learning-
based methods including traditional NN, DNN and LSTM
network. We evaluate these methods on the data of time inter-
vals of 0.5, 1, 1.5 and 2 seconds in three circular, spiral and
L paths. In fact, we evaluate the prediction error of the vehi-
cle’s next position with two measures of RMSE and PDE, and
also used two measures of prediction time and processing time
to evaluate the execution time. We fed the data raw as input
to the KF, but for the learning-based methods, we first trans-
formed the data into a feedable structure for these methods
with a look-back window method, then normalized the data to
converge faster and finally, after applying these two approaches,
we fed the data as input to the learning-based networks. As
the time interval increases, the vehicle position prediction error
also increased in all methods and all routes. The lowest local-
ization error among all methods in all directions was obtained
by KE. Also, among the learning-based methods, the proposed

methods including LSTM and DNN, respectively, due to con-
sidering the time dependence of the data and learning specific
functions from the data, obtained the least error in all the time
intervals of the routes for locating the vehicle compared to the
reference NN method. The LSTM method also had the lowest
localization error among the learning-based localization meth-
ods. Therefore, when the GPS signal is available, the LSTM is
trained and in places such as tunnels where the GPS signal is
not available, it can perform localization based on the training
it has seen. Also, all the computational performance methods
are efficient in terms of response time (prediction time and
processing time). The KF method was faster than all methods,
and the LSTM method, due to its block structure that includes
three gates, has a large computational volume compated to the
rest of the methods and was therefore slower. The opinion of
the response time in localization for all time intervals of the
routes was obtained by the KF and when the GPS signal is
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available, it can perform the localization with high accuracy and
less time.

We compared learning-based methods with the KF which is
the optimal in our case. The KF is indeed optimal when the
system dynamics (car movement) are linear and the noise affect-
ing the measurements is Gaussian. In these scenarios, the KF
minimizes the mean squared error of the state estimate (car
position and velocity). Compared to more complex learning-
based methods, the KF is relatively simpler to implement and
computationally efficient. It also exhibits good robustness to
sensor noise within its assumed noise model. We have proposed
learning-based methods as a possible alternative to traditional
algorithms such as the KF. One of the biggest advantages of
the learning-based approach is that we do not need to scale
the algorithm parameters for testing and integration, which is
a major problem in KF-based approaches. In fact, this is done
automatically in the training phase by network-based methods
with sufficient training, learning-based methods can learn the
patterns needed to perform robustly in diverse test scenatios. In
addition, by improving the architecture of the model, increas-
ing the number of its parameters, and increasing the number
of examples for training, learning-based algorithms may be able
to identify precise and subtle patterns that may be difficult to
include in traditional algorithms.

Loss functions play an important role in implementing and
improving the performance of deep learning algorithms. In
our problem, for all learning-based methods (NN, DNN, and
RNN), we use the RMSE, which is one of the most common
loss functions in regression problems, to train machine learn-
ing models. This function measures the squared error between
the actual value of the vector y (the actual location of the
vehicle) and the predicted value f(x) of the sample vector x.
Then the gradient of the loss function is calculated, which is
a variable value. If the value of the gradient is close to zero,
then the length of the gradient is small, and if the length
of the gradient is large, then the value of the loss function
is large. These properties are important for fast convergence
and high accuracy of the model. Scaling methods such as
standardization and min-max scaling are used to equalize the
range of feature values and accelerate convergence. RMSE, pre-
dicted distance error, prediction time and processing time are
used to evaluate the performance of localization methods. The
proposed method based on DNN and LSTM is supetior to
other methods in terms of location accuracy and computational
efficiency.

The employed LSTM architecture proved to be a good can-
didate for position estimation even with a limited number of
parameters and with only one data sample per path. the results
of this method are very close to the KF method, and by
increasing the number of training samples and model capacity
(improving the model architecture, increasing the number of its
parameters), we can get much better results. One of the biggest
disadvantages of the KIF method is that to predict the next posi-
tion of the vehicle at each time step, it needs a GPS signal to
update, which GPS signal cannot be received due to commu-
nication problems in places such as tunnels where there is no
communication, hence the prediction error. The KF increases

significantly to become virtually unusable. However, in learning-
based methods, training is done using the inertial navigation
sensor input signal and the GPS target signal, and it does not
need the GPS signal in the prediction stage, and in fact, its
performance is stable in all location.

We use two measures of prediction time and processing time
to evaluate the execution time. The prediction time is the aver-
age time required for the vehicle to predict its next location,
and the processing time is the average time required to pre-
dict the location of the vehicle at each time step. In terms of
applicability and importance of predicted time in VANET, the
calculation of predicted locations should be done in a time
less than the time step in order to be able to use it. In our
work, the slowest method is LSTM, which takes 0.02 seconds
to process and predict, and our lowest time interval in the
data is 0.5 seconds. In this way, the time to predict the next
position of the car is much less and optimal. In fact, after pre-
dicting the next position of the car, we can perform practical
implementations such as safety-related applications, traffic man-
agement and productivity-related applications, entertainment
and comfort-related applications etc. in real time.

One of the major distinctions of our approach is that it elim-
inates the need for the tune algorithm parameters for testing
and integration. This is a major issue with traditional algorithms
like KF-based approaches. This is automatically done during
the training phase by learning-based methods. In addition, by
improving the model architecture, increasing the number of its
parameters, and increasing the number of samples for train-
ing, learning-based algorithms can identify accurate and subtle
patterns that may be difficult to incorporate into traditional
algorithms. One of the major drawbacks of the KF method is its
dependency on GPS signals for updating the vehicle’s position
at each time step. In places like tunnels where communication
is unavailable, the GPS signal cannot be received, which signif-
icantly increases the prediction error of the KF and renders it
practically unusable. On the other hand, learning-based meth-
ods are trained beforehand using INS input signals and GPS
target signals. Therefore, they do not requite GPS signals during
the prediction phase, resulting in stable performance in all loca-
tions. Note that the learning-based algorithm is trained when
the GPS signal is present, allowing it to perform localization
when GPS information is lost or unavailable, and we resort to
learning-based methods in places where the GPS information
is unavailable. When using the KF for localization, we need to
write dynamic equations (a process model and a measurement
model) for each system. Since not all sensors can be modeled
mathematically, we are forced to use learning-based methods,
which do not require this step, and learn the system dynamics
during training. The employed LSTM architecture showed that
it is a good candidate for position estimation even with a lim-
ited number of parameters and only one data sample per path,
compared to the NN and DNN. A NN is incapable of learn-
ing specific functions and complex patterns from data due to its
single-layer structure. On the other hand, a DNN can effectively
learn nonlinear patterns, unlike the NN, which is supported by
the quantitative results presented in Figures 5-7 for the PDE
and RMSE evaluation metrics.
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7 | FUTURE WORKS

In future works, to increase the accuracy of the prediction of
learning-based methods, it is possible to collect the data of a
large number of cars moving on a fixed route and make predic-
tions based on them. The motre the number of cars, the better
the performance of these methods because they can learn more
car states. As you can see, LSTM networks performed better
than other learning-based methods because, based on its struc-
ture, it can also consider long-term dependence between data,
and if this method is combined with the attention mechanism,
it can perform better.

Measurement errors and sudden changes in speed and traf-
fic density can significantly affect the accuracy of vehicle
prediction. Here are some key effects:

* Measurement errors: Positioning errors in GPS and other
positioning sensors can lead to inaccurate route and time of
arrival predictions. Speed errors in the speedometer and other
speed sensors can lead to inaccurate predictions of travel time
and fuel consumption. Traffic conditions errors in traffic sen-
sors and traffic data can lead to inaccurate predictions of
travel time and traffic congestion.

* Sudden changes in traffic speed and density: Accidents and
blockages can suddenly change traffic patterns and lead to
inaccurate travel time and arrival time predictions. Weather
conditions such as rain and snow can lead to reduced speed
and increased traffic congestion and lead to incorrect travel
time and fuel consumption predictions. Special events such
as concerts and sports games can lead to sudden increases in
traffic in an area and lead to inaccurate predictions of travel
time and traffic congestion.

To reduce the impact of these factors on the accuracy of
vehicle prediction, different methods can be used:

* Using multiple data sources such as GPS, traffic sensors, and
traffic data from different sources can increase the accuracy
of prediction.

* Using advanced machine learning algorithms can help predict
traffic patterns more accurately.

* Data updates in form of regular updates of location, speed
and traffic data can help keep forecasts accurate.

Despite these challenges, vehicle prediction remains an active
research field and significant progress has been made in recent
years. With continued research and development, it can be
expected that the accuracy of car prediction will increase
significantly in the future.

To improve the accuracy of car prediction, several special
machine learning methods can be used:

* DL can learn complex patterns in data that traditional
machine learning models are unable to learn. This makes
them ideal for vehicle prediction, which requires taking into
account multiple factors such as position, speed, traffic and
weather conditions.

* Reinforcement learning is a type of machine learning that
teaches agents to behave in an environment by performing
actions that maximize rewards. This can be done to train pre-
dictive vehicle models to learn how to predict traffic patterns
in a way that minimizes travel time and fuel consumption.

* Federated learning is a type of machine learning that allows
multiple models to simultaneously learn from their local data
and share their knowledge. This can be used to train vehicle
prediction models to learn from data collected from a large
number of vehicles, which can help improve the accuracy of
predictions, especially in areas with limited data.

* Blended learning is a type of machine learning that uses
multiple machine learning algorithms to improve overall per-
formance. This can be used to train predictive vehicle models
to take advantage of the strengths of different algorithms to
achieve greater accuracy.

In addition to these methods, current research is focused
on developing new machine learning methods specifically for
vehicle prediction. These methods include methods for real-
time traffic modeling, taking into account driver behavior and
predicting traffic events such as accidents and blockages.

With continued research and development, it can be expected
that the accuracy of car prediction will increase significantly in
the future. This can lead to numerous benefits including reduced
travel time, reduced fuel consumption and safer driving

Research findings on car prediction can specifically help solve
the problem of releasing old positioning information in several
ways:

* More accurate position prediction: Vehicle prediction mod-
els that use advanced machine learning methods such as DL
can more accurately estimate the current and future position
of the vehicle. This allows navigation systems and ride-
sharing apps to provide users with more accurate information
about the location of vehicles, even when the positioning
information is out of date.

* Faster information update: Using reinforcement learning,
predictive vehicle models can actively learn from new posi-
tioning data and update their information quickly. This is
especially useful in areas with heavy traffic or in situations
where the position of vehicles is changing rapidly.

* Position estimation in the absence of data: Machine learning
algorithms such as hybrid learning can be used to estimate
the position of vehicles in situations where no positioning
information is available. This can be useful in areas with
poor GPS coverage or when the GPS signal of vehicles is
disrupted.

* Identifying and filtering false information: Vehicle predic-
tive models can be used to identify and filter out incorrect
or outdated positioning information. This can help improve
the quality of positioning data and provide more accurate
information to users.

* Prediction of driver behavior: Using machine learning, mod-
els can be created to predict driver behavior such as speed,
route and future actions. This information can be used to
more accurately predict the location of vehicles and provide
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users with more useful information such as traffic alerts and
arrival time estimates.

Overall, the research findings on car prediction have a
significant potential to solve the problem of disseminating
old positioning information and provide more accurate and
reliable information to users of navigation systems and trip
sharing applications.

8 | CONCLUSION

In this paper, we did positioning of VANET by using tradi-
tional methods such as KF, learning-based methods such as
NN, DNN, and LSTM. In places such as tunnels or today’s
busy cities where the GPS signal is frequently lost, KF is
not efficient and reliable, and learning-based methods can pet-
form positioning, Learning-based systems excel in situations
where GPS is unreliable, such as tunnels or urban canyons.
By streamlining calculations and enhancing accuracy, it can
rapidly establish driver behavior patterns, even for non-linear
movements. Among the learning-based methods, the proposed
methods, namely LSTM and DNN, obtained less error than the
NN method in all time intervals for vehicle positioning, which
is due to learning the long-term dependencies of the data and
learning the specific functions of the data. All methods were
efficient in terms of computational performance and response
time (prediction and processing times).

In future works, to improve the prediction accuracy of
learning-based methods, the data from a large number of vehi-
cles moving on a fixed path can be collected and used for
prediction. The more vehicles (the more data) there are, the
better these methods will perform, as they can be trained on a
wider range of vehicle states. In fact, the mapping function can
predict the vehicle’s position based on the environmental con-
ditions (input data) it was trained on. The more the algorithm
is trained on different environmental conditions (more data)
during the training phase, the better the results it can provide.
As observed, LSTM networks outperformed the other learning-
based methods because their structure allows them to consider
the long-term dependencies between data samples. Combin-
ing this approach with an attention mechanism can further
improve performance.
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