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ABSTRACT
This paper investigates a class of Boussinesq-type equations in a bounded domainΩ ⊂ ℝ𝑛 subject to clamped or hinged boundary
conditions. The local existence of weak solutions is proven using the classical Faedo-Galerkin method in conjunction with the
contraction mapping principle. Within the framework of potential wells, the global existence of solutions and energy decay are
established when the solution resides in a subset that is smaller than the stable set. Also, it is shown that solutions exhibit expo-
nential growth either when they belong to the unstable set or when the initial energy is negative. Furthermore, the blow-up of
solutions is proven by combining the potential well framework with concavity arguments. For solutions with sufficiently positive
initial energy, an upper bound for the blow-up time is derived, while a suitable functional is employed to establish a lower bound
for the blow-up time.
MSC2020 Classification: 35A01, 35B35, 35B44

1 | Introduction

We deal with the following Boussinesq-type model

(1 − 𝛽Δ)𝑢
𝑡𝑡
+ (1 − Δ)𝑢 + 𝛾Δ2

𝑢 + 𝑢
𝑡
+ 𝜎(∇𝑢) = 0, 𝑥 ∈ Ω, 𝑡 > 0,

(1)
where 𝜎(∇𝑢) = 𝑑𝑖𝑣(∇𝑢. ln |∇𝑢|𝑘), 𝛽 > 0, 𝛾 > 0, 𝑘 ≥ 1 and Ω ⊂

ℝ𝑛(𝑛 ≥ 1) is a bounded domain with smooth boundary 𝜕Ω. We
consider two types of boundary conditions, namely, clamped
boundary condition

𝑢 = 𝜕𝑢

𝜕𝜈

= 0, 𝑥 ∈ 𝜕Ω, 𝑡 > 0, (2)

where 𝜈 is the unit exterior normal to 𝜕Ω, or hinged boundary
condition

𝑢 = Δ𝑢 = 0, 𝑥 ∈ 𝜕Ω, 𝑡 > 0. (3)

For displacement 𝑢(𝑥, 𝑡), the initial conditions are given by

𝑢(𝑥, 0) = 𝑢0(𝑥), 𝑢
𝑡
(𝑥, 0) = 𝑢1(𝑥), 𝑥 ∈ Ω. (4)

----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

© 2025 John Wiley & Sons Ltd.

Over the last decades, Boussinesq-type equations have enjoyed
increasing favor with in the coastal engineering community. The
main reasons for this are the optimal blend of physical adequacy
(i.e., their ability to represent all main physical phenomena)
and computational ease (i.e., their mathematical well-possedness
and numerical cheapness). Hence, Boussinesq-type equations
beating the computation of nonlinear shallow-water equations
have become the most favored approximations of Navier–Stokes
equations for coastal-type computations. Beyond the many inter-
esting reviews, see [1–3].

It is well-known that Boussinesq derived some model equations
in 1870s, and such equations describe the propagation of small
amplitude and long waves on the surface of shallow-water.
Boussinesq [4] was the first to give the scientific explanation of
the solidarity wave equation as follows:

𝑢
𝑡𝑡
− 𝑢

𝑥𝑥
+ 𝛾𝑢

𝑥𝑥𝑥𝑥
= (𝑢2)

𝑥𝑥
, 𝑥 ∈ ℝ, 𝑡 > 0. (5)
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Equation (5) depends on the sign of 𝛾 ; indeed, the case 𝛾 < 0 is
called the “good” Boussinesq equation because it is linearly stable
and governs small nonlinear transverse oscillations of an elas-
tic beam (see [5]), while this equation with 𝛾 > 0 is called the
“bad” Boussinesq equation since it possesses the linear instabil-
ity. There are many researches concerned with the generalized
Boussinesq equation: as follows:

𝑢
𝑡𝑡
− 𝑢

𝑥𝑥
+ 𝑢

𝑥𝑥𝑥𝑥
= (𝑓 (𝑢))

𝑥𝑥
.

For example, Bona and Sachs [6] proved the local well-posedness
and global existence of solutions for 𝑓 (𝑢) = |𝑢|𝑝−1

𝑢 (𝑝 > 1). When
𝑓 (𝑢) = 𝑢

𝑝+1, Xue [7] investigated the local and global existence of
solutions. Wang and Chen [8] studied the existence and unique-
ness of the global solutions for the following Cauchy problem of
the generalized double dispersion equation

𝑢
𝑡𝑡
− 𝑢

𝑥𝑥
− 𝑢

𝑥𝑥𝑥𝑡
+ 𝑢

𝑥𝑥𝑥𝑥
− 𝛼𝑢

𝑥𝑥𝑡
= (𝑓 (𝑢))

𝑥𝑥
, 𝑥 ∈ ℝ, 𝑡 > 0;

also, under some suitable conditions, they established the
blow-up result by using the concavity method.

The multidimensional Boussinesq equation is as follows:

𝑢
𝑡𝑡
− 𝑎Δ𝑢

𝑡𝑡
+ Δ2

𝑢
𝑡𝑡
+ Δ2

𝑢 − Δ𝑢 = Δ𝑓 (𝑢),

studied by Wang and Mu [9] for Cauchy problem. They proved
the global existence and asymptotic behavior of the solutions pro-
vided that the initial data is suitably small. As the literature on the
Boussinesq-type equation is too extensive, to mention all of them,
we only partially refer the reader to [10–18].

In the actual process with so much literature on logarithmic non-
linearity, it has also received great attention of physicists and
mathematicians. In fact, this type of nonlinearity can be applied
in many branches of physics, such as optics, inflationary cosmol-
ogy, geophysics, and nuclear physics (see [19–22]).

Liu [23] considered the following plate equation with nonlinear
damping and a logarithmic source term:

𝑢
𝑡𝑡
+ Δ2

𝑢 + |𝑢
𝑡
|𝑚−2

𝑢
𝑡
= |𝑢|𝑝−2

𝑢 log |𝑢|𝑘,

and by applying the contraction mapping principle, the author
established the local existence of solutions. Furthermore, the
global existence and decay estimates of the solution were derived
under the condition of subcritical initial energy. Additionally,
it is proven that solutions with negative initial energy exhibit
finite-time blow-up under appropriate conditions. Moreover, for
the case of linear damping (i.e.,𝑚 = 2), the finite-time blow-up of
solutions is demonstrated for arbitrarily high initial energy lev-
els. In another study, Shao et al. [24] analyzed the following plate
equation, which includes weak damping and logarithmic nonlin-
earity:

𝜙
𝑡𝑡
+ Δ2

𝜙 + 𝜙 + 𝜙
𝑡
= 𝑘𝜙 ln |𝜙|.

The study confirmed that the solution experiences blow-up at
infinity for subcritical and critical initial energy levels. Addition-
ally, the authors established that solutions with arbitrarily high
initial energy exhibit infinite-time blow-up. Al-Gharabli et al.
[25] employed the Galerkin method and the multiplier method to

establish the existence of solutions and derive an explicit and gen-
eral decay rate for the energy of solutions to the following plate
equation:

𝑢
𝑡𝑡
+ Δ2

𝑢 + 𝑢 −

𝑡

∫
0

𝑔(𝑡 − 𝑠)Δ2
𝑢(𝑠)𝑑𝑠 = 𝑘𝑢 ln |𝑢|.

In their study, Pang et al. [26] investigated the well-posedness of
solutions for a fourth-order wave equation incorporating strong
and weak damping terms, as well as a logarithmic strain term.
The equation under consideration is expressed as follows:

𝑢
𝑡𝑡
+ 𝛼Δ2

𝑢 − 𝛽Δ𝑢 +
𝑛∑

𝑖=0

𝜕

𝜕𝑥
𝑖

𝜎
𝑖
(𝑢

𝑥
𝑖

) − Δ𝑢
𝑡
+ |𝑢

𝑡
|𝑟−1

𝑢
𝑡
= |𝑢|𝑞−1

𝑢,

where (𝑥, 𝑡) ∈ Ω × [0, 𝑇 ) and 𝜎
𝑖
(𝑢

𝑥
𝑖

) = 𝑢
𝑥
𝑖

ln |𝑢
𝑥
𝑖

|𝑝. Utilizing the
Galerkin method in conjunction with the contraction mapping
principle, the authors demonstrated the existence of a local solu-
tion. Furthermore, they established the existence of global solu-
tions and infinite-time blow-up solutions under subcritical initial
energy conditions. These findings were subsequently extended to
scenarios involving critical initial energy. Additionally, the study
proved the occurrence of infinite-time blow-up for solutions at
arbitrary positive initial energy levels. In a recent study, Li and
Fang [27] examined a fourth-order damped wave equation fea-
turing logarithmic nonlinearity, which is formulated as follows:

𝑢
𝑡𝑡
+ Δ2

𝑢 + 𝛼Δ𝑢 − 𝜔Δ𝑢
𝑡
+ 𝛽𝑢

𝑡
= 𝑢 log |𝑢|𝛾 .

By employing a combination of the potential well method and
a modified differential inequality technique, the authors estab-
lished the infinite-time blow-up of solutions under arbitrary ini-
tial energy conditions. Notably, they demonstrated that the initial
velocity and initial displacement need not share the same sign in
the context of the 𝐿2-inner product. Specifically, they proved that
solutions may still blow-up at infinity even when ∫Ω 𝑢0𝑢1𝑑𝑥 < 0.

For a comprehensive understanding of equations featuring log-
arithmic nonlinearity, we refer the reader to the studies docu-
mented in [28–31] and references therein.

Regarding logarithmic Boussinesq-type wave equations, for
Gaussian solitary wave solutions, Wazwaz [32] considered the fol-
lowing:

𝑢
𝑡𝑡
− 𝑢

𝑥𝑥
+ 𝑢

𝑥𝑥𝑥𝑥
+ (𝑢 log |𝑢|𝑘)

𝑥𝑥
= 0, 𝑘 > 1. (6)

By using 𝑢 = 𝑣
𝑥
, Hu et. al [33] investigated (6) in the following

one-dimensional problem:

𝑣
𝑡𝑡
− 𝑣

𝑥𝑥
+ 𝑣

𝑥𝑥𝑥𝑥
+ (𝑣

𝑥
log |𝑣

𝑥
|𝑘)

𝑥
= 0, 𝑥 ∈ (0, 𝑙), 𝑡 > 0,

𝑣(0, 𝑡) = 𝑣(𝑙, 𝑡) = 0, 𝑣
𝑥
(0, 𝑡) = 𝑣

𝑥
(𝑙, 𝑡) = 0, 𝑡 > 0,

𝑣(𝑥, 0) = 𝑣0(𝑥), 𝑣
𝑡
(𝑥, 0) = 𝑣1(𝑥), 𝑥 ∈ (0, 𝐿).

The authors established the existence of global solutions by
using Galerkin method combined with potential-well method
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and proved that solutions grow up in 𝐿
2-norm. In a recent work,

Ding and Zhou [34] considered the following problem:

𝑢
𝑡𝑡
− 𝛽Δ𝑢

𝑡𝑡
− Δ𝑢 + Δ2

𝑢 + 𝛾Δ2
𝑢
𝑡
− 𝛼Δ𝑢

𝑡
+ Δ(𝑢 log |𝑢|) = 0, 𝑥 ∈ Ω, 𝑡 > 0,

𝑢 = Δ𝑢 = 0, 𝑥 ∈ 𝜕Ω, 𝑡 > 0,

𝑢(𝑥, 0) = 𝑢0(𝑥), 𝑢
𝑡
(𝑥, 0) = 𝑢1(𝑥), 𝑥 ∈ Ω.

By using Galerkin method combined with potential-well method,
the authors established the local and global existence of solutions.
They also proved infinite time blow-up with subcritical, critical,
and high initial energy of solutions.

Motivated by the aforementioned studies, the main purpose of
this paper is to deal with the well-posedness and lifespan of solu-
tions for problems (1)–(4). To the best of our knowledge, no exist-
ing work has addressed the well-posedness and lifespan for this
specific problem. Following the establishment of the local and
global existence of solutions, we demonstrate that these solutions
exhibit exponential decay. Furthermore, in Theorem 4, we prove
that the solutions of problems (1–4) are unstable. Specifically, we
show that for small positive initial energy (𝐸(0) > 0) or 𝐸(0) < 0,
the solutions grow exponentially in the 𝐻2(Ω) ∩𝐻1

0 (Ω)-norm as
time goes to infinity. While the approach is inspired by the ideas
in [26, 27, 33], the proofs presented here are different. Addition-
ally, we establish that the solutions to the problem described
by Equations (1.1–1.4) can be extended over the entire time
half-line, thereby extending the existence time of the solutions to
infinity. Thus, we extend the existence time of solutions to infin-
ity. However, in the problems discussed in [17, 32, 33], the authors
did not clarify whether the maximum existence time of solutions
can also be extended to infinity. Finally, under appropriate con-
ditions on the initial data, we prove that there exists a finite time
(with lower and upper bound) that the solutions blow-up at this
time. Hence, our work represents an extension and generaliza-
tion of many earlier results in this area.

The rest of the paper is structured as follows: Section 2 introduces
the necessary notations and preliminaries, including a family of
potential wells relevant to our study. In Section 3, we establish
the local existence and uniqueness of solutions. Section 4 extends
these results to demonstrate the global existence of solutions.
Section 5 examines the decay properties of the solutions and
establishes their exponential growth for problems (1–4). Finally,
Section 6 addresses the blow-up of solutions within the frame-
work of potential wells, complemented by concavity arguments.
In this section, upper and lower bounds for the blow-up time are
also derived.

2 | Preliminaries and Notations

In this section, we present some notations and preliminary
results, which will be used throughout of this work. We use
the standard Lebesgue space 𝐿

2-inner product (⋅, ⋅). We denote
the Sobolev spaces 𝐻1

0 (Ω),𝐻
2
0 (Ω), and 𝐻

2(Ω) with the following

norms:

||(⋅)||
𝐻

1
0 (Ω)

=
√

||(⋅)||2
2 + ||∇(⋅)||2

2,

||(⋅)||
𝐻

2
0 (Ω)

=
√

||(⋅)||2
2 + ||Δ(⋅)||2

2,

||(⋅)||
𝐻2(Ω) =

√

||(⋅)||2
2 + ||∇(⋅)||2

2 + ||Δ(⋅)||2
2,

respectively. By ⟨⋅, ⋅⟩, we represent the duality pairing between
𝐻

2(Ω) and 𝐻
−2(Ω).

From problems (1–4), we introduce the following new Sobolev
spaces 𝐻∗ = 𝐻

1
0 (Ω) which is given a norm for 𝛽 > 0, ||(⋅)||

𝐻∗ ∶=
√

||(⋅)||2
2 + 𝛽||∇(⋅)||2

2, 𝐻
∗∗ = 𝐻

2
0 (Ω) for boundary condition (2)

and 𝐻
∗∗ = 𝐻

2(Ω) ∩𝐻1
0 (Ω) for boundary condition (3) which

is given a norm for 𝛾 > 0, ||(⋅)||
𝐻∗∗ ∶=

√

||(⋅)||2
2 + 𝛾||Δ(⋅)||2

2. By
Poincaré inequality, it is clear that the norms ||(⋅)||

𝐻∗ and ||(⋅)||
𝐻∗∗

are equivalent to the norms of the spaces 𝐻
1
0 (Ω),𝐻

2
0 (Ω) and

𝐻
2(Ω).

For the initial boundary value problems (1–4), we define
the modified energy, potential energy, and Nehari functionals
sequentially

𝐸(𝑡) = 1
2
||𝑢

𝑡
||2
𝐻∗ +

1
2
||𝑢||2

𝐻∗∗ −
𝑘

2∫
Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥 + 𝑘 + 2
4

||∇𝑢||2
2,

(7)

𝐽 (𝑢(𝑡)) = 1
2
||𝑢||2

𝐻∗∗ −
𝑘

2∫
Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥 + 𝑘 + 2
4

||∇𝑢||2
2, (8)

𝐼(𝑢(𝑡)) = ||𝑢||2
𝐻∗∗ − 𝑘

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥. (9)

From (7) to (9), we can easily see that

𝐽 (𝑢(𝑡)) = 𝑘 + 2
4

||∇𝑢||2
2 +

1
2
𝐼(𝑢(𝑡)), (10)

𝐸(𝑡) = 1
2
||𝑢

𝑡
||2
𝐻∗ + 𝐽 (𝑢(𝑡)). (11)

According to Nehari functional, we introduce the potential-well
(stable set)


+ = {𝑢 ∈ 𝐻

∗∗; 𝐼(𝑢(𝑡)) > 0} ∪ {0}, (12)

the complement of potential-well (unstable set)


− = {𝑢 ∈ 𝐻

∗∗; 𝐼(𝑢(𝑡)) < 0}, (13)

and Nehari manifold

 = {𝑢 ∈ 𝐻
∗∗; 𝐼(𝑢(𝑡)) = 0}. (14)

The depth of potential-well 𝑑 (the so called mountain pass level)
is defined by the following:

𝑑 ∶= inf
𝑢∈

𝐽 (𝑢(𝑡)). (15)

3 of 14
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Meanwhile, we give some properties of the aforementioned man-
ifolds and functionals as follows.

Lemma 1. ([35, 36]). Let 𝑎 > 0 be a constant and Ω ⊂ ℝ𝑛

be a domain (bounded or unbounded). Then there holds

𝑛(1 + ln 𝑎)||𝜒||2
2 + 2

∫

Ω

|𝜒|2 ln

(
|𝜒|

||𝜒||2
2

)

𝑑𝑥 ≤
𝑎

2

𝜋

||∇𝜒||2
2, (16)

for any 𝜒 ∈ 𝐻
1
0 (Ω).

Lemma 2. The potential-well depth satisfies the following:

𝑑 ≥
𝑘 + 2

4
𝓁 ∶= 𝑘 + 2

4

(
2𝜋𝛾
𝑘

) 𝑛

4

𝑒

𝑛

2
. (17)

Proof. From (14) and (15), 𝐼(𝑢(𝑡)) = 0, that is,

||𝑢||2
𝐻∗∗ − 𝑘

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥 ≥ 𝛾||Δ𝑢||2
2 − 𝑘

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

By exploiting the logarithmic Sobolev inequality (16) in the above
inequality, we get the following:

0 = 𝐼(𝑢(𝑡)) ≥
(

𝛾 − 𝑎
2

2𝜋

)

||Δ𝑢||2
2

+ 𝑘

(
𝑛(1 + ln 𝑎)

2
− ln ||∇𝑢||2

2

)

||∇𝑢||2
2.

By taking 𝑎 =
√

2𝜋𝛾
𝑘

and
𝑛(1+ln

√
2𝜋𝛾
𝑘
)

2
− ln ||∇𝑢||2

2 < 0, we get

||∇𝑢||2
2 > 𝓁. (18)

From (10) and (15), it follows that

𝑑 ≥
𝑘 + 2

4
||∇𝑢||2

2 +
1
2
𝐼(𝑢(𝑡)). (19)

Combining (18) and (19) with 𝐼(𝑢(𝑡)) = 0, prove the result
(17). ◽

Further in (17), we may need to ensure that the equality holds;
that is, there exists an extremal of the variational problem (15).
For proof and more details, see [37, 38].

Lemma 3. For 𝑢 ∈ 𝐻
∗∗, the following statements hold:

i. If 0 ≤ ||∇𝑢||2
2 < 𝓁, then 𝐼(𝑢(𝑡)) > 0, 𝑡 > 0,

ii. If 𝐼(𝑢(𝑡)) ≤ 0, then ||∇𝑢||2
2 > 𝓁, 𝑡 > 0,

where 𝓁 defined in (17).

Proof. (i) From Nehari functional (9) and logarithmic Sobolev
inequality (16), we get for any 𝑎 > 0

𝐼(𝑢(𝑡))

= ||𝑢||2
𝐻∗∗ − 𝑘

∫

Ω

|∇𝑢|2 ln

(
|∇𝑢|
||∇𝑢||2

2

)

𝑑𝑥 − 𝑘||∇𝑢||2
2 ln ||∇𝑢||2

2

≥

(

1 − 𝑘𝑎
2

2𝜋𝛾

)

||𝑢||2
𝐻∗∗ + 𝑘

(
𝑛(1 + ln 𝑎)

2
− ln ||∇𝑢||2

2

)

||∇𝑢||2
2.

(20)

Taking 𝑎 =
√

2𝜋𝛾
𝑘

in (20), we obtain

𝐼(𝑢(𝑡)) ≥ 𝑘

(
𝑛(1 + ln 𝑎)

2
− ln ||∇𝑢||2

2

)

||∇𝑢||2
2.

Now, if 0 ≤ ||∇𝑢||2
2 <

(
2𝜋𝛾
𝑘

) 𝑛

4
𝑒

𝑛

2 = 𝓁 implies 𝐼(𝑢(𝑡)) > 0.

(ii) In (20), if 𝐼(𝑢(𝑡)) < 0, we find from 𝑛

(

1 +
√

2𝜋𝛾
𝑘

)

−

2 ln ||∇𝑢||2
2 < 0 that means ||∇𝑢||2

2 > 𝓁. ◽

Lemma 4. ([39]). Assume that 𝜓(𝑡) ∈ 𝐶
2([0, 𝑇 ]) is a posi-

tive function satisfying the following inequality:

𝜓𝜓
′′ − 𝛼̃(𝜓 ′)2 + 𝛾̃𝜓

′
𝜓 + 𝛽𝜓 ≥ 0, 𝛼̃ > 1, 𝛽 ≥ 0, 𝛾̃ ≥ 0,

and 𝜓(0) > 0. If

𝜓
′(0) > 𝛾̃

𝛼̃ − 1
𝜓(0),

(

𝜓
′(0) − 𝛾̃

𝛼̃ − 1
𝜓(0)

)2

>
2𝛽

2𝛼̃ − 1
𝜓(0).

Then

𝜓(𝑡) → +∞ as 𝑡 → 𝑇
∗
≤ 𝜓

1−𝛼̃(0)𝐴−1
,

𝐴
2
≡ (𝛼̃ − 1)2𝜓−2𝛼̃(0)

[(

𝜓
′(0) − 𝛾̃

𝛼̃ − 1
𝜓(0)

)2

− 2𝛽
2𝛼̃ − 1

𝜓(0)

]

.

Lemma 5. Let 𝑢 be a solution of problems (1–4), then the
energy functional (7) is nonincreasing with respect to 𝑡, that is,

𝐸
′(𝑡) = −||𝑢

𝑡
||2

2 < 0, 𝑡 > 0. (21)

Proof. The functional 𝐸(𝑡) comes from multiplying
Equation (1) with 𝑢

𝑡
and integrating on (0, 𝑡), that is,

𝐸(𝑡) +

𝑡

∫
0

||𝑢
𝜏
||2

2𝑑𝜏 = 𝐸(0),

which proves 𝐸(𝑡) ≤ 𝐸(0) for 𝑡 ≥ 0, where 𝐸(0) = 1
2
||𝑢1||

2
2 +

𝐽 (𝑢0). ◽

Definition 1. For 𝑇 > 0, a function

𝑢 ∈ 𝐶([0, 𝑇 ];𝐻∗∗) ∩ 𝐶1([0, 𝑇 ];𝐻∗) ∩ 𝐶2([0, 𝑇 ];𝐻−2(Ω))
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is called a weak solution of problems (1–4) if 𝑢(𝑥, 0) = 𝑢0(𝑥) in
𝐻
∗∗
, 𝑢

𝑡
(𝑥, 0) = 𝑢1(𝑥) in 𝐻

∗ for 𝑡 ∈ [0, 𝑇 ]; the equality

⟨𝑢
𝑡𝑡
,Φ⟩ + 𝛽(∇𝑢

𝑡𝑡
,∇Φ) + (𝑢,Φ) + (∇𝑢,∇Φ) + 𝛾(Δ𝑢,ΔΦ)

+ (𝑢
𝑡
,Φ) = 𝑘(∇𝑢 ln |∇𝑢|,∇Φ)

, (22)

holds for any Φ ∈ 𝐻
∗∗.

Furthermore, the solution 𝑢 can be extended to [0, 𝑇
𝑚𝑎𝑥
) where

𝑇
𝑚𝑎𝑥

is the maximal existence of 𝑇 ∈ (0, 𝑇
𝑚𝑎𝑥
). For 𝑇

𝑚𝑎𝑥
= +∞,

the solution is global and 𝑇
𝑚𝑎𝑥

< +∞; the solution blows up in a
finite time.

For the term (∇𝑢 ln |∇𝑢|,∇Φ) in (22), it follows from

||∇𝑢 ln |∇𝑢|||2
2 = ∫

{𝑥∈Ω;|∇𝑢|<1}

(∇𝑢 ln |∇𝑢|)2𝑑𝑥

+
∫

{𝑥∈Ω;|∇𝑢|≥1}

(∇𝑢 ln |∇𝑢|)2𝑑𝑥.
(23)

For the first integral in the right-hand side of (23), we need a mini-
mum of a function𝑓 (𝑠) = 𝑠 ln |𝑠|. According to Fermat’s theorem,
one has min

0<𝑠<1
𝑓 (𝑠) = − 1

𝑒
. Therefore, a simple computation and for

sufficiently small 𝛿 > 0, (23) implies

||∇𝑢 ln |∇𝑢|||2
2 ≤ 𝑒

−2|Ω| + 𝛿
−2

∫

{𝑥∈Ω;|∇𝑢|≥1}

|∇𝑢|2+2𝛿
𝑑𝑥

≤ 𝑒
−2|Ω| + 𝛿

−2||∇𝑢||2+2𝛿
2+2𝛿.

(24)

Clearly, for 𝛿 > 0, there holds 𝐻∗∗ → 𝐿
2+2𝛿(Ω), which together

with (23) and 𝑢 ∈ 𝐻
∗∗ for 𝑡 ∈ [0, 𝑇 ] implies that (∇𝑢 ln |∇𝑢|,∇Φ)

is well-defined for all 𝑡 ∈ [0, 𝑇 ].

3 | Local Existence

In this section, we use the Faedo–Galerkin approximation
method and contraction mapping principle to show the local exis-
tence and uniqueness of weak solution for problems (1–4). Here,
we will adapt the idea used in [18].

First, we define the space

 = 𝐶([0, 𝑇 ];𝐻∗∗) ∩ 𝐶1([0, 𝑇 ];𝐻∗) (25)

equipped with the norm

||𝑣||2

= max

0≤𝑡≤𝑇
(||𝑣

𝑡
||2
𝐻∗ + ||𝑣||2

𝐻∗∗ ) (26)

and establish the following Lemma.

Lemma 6. For (𝑢0, 𝑢1) ∈ 𝐻
∗∗ ×𝐻

∗ and 𝑣 ∈ , there
exists a unique solution 𝑢 ∈  ∩ 𝐶2([0, 𝑇 ];𝐻−2(Ω)) and
𝑢
𝑡
∈ 𝐿

2([0, 𝑇 ];𝐻∗) that solves

(1 − 𝛽Δ)𝑢
𝑡𝑡
+ (1 − Δ)𝑢 + 𝛾Δ2

𝑢 + 𝑢
𝑡
+ 𝜎(∇𝑣) = 0, 𝑥 ∈ Ω, 𝑡 > 0,

(27)

𝑢 = 𝜕𝑢

𝜕𝜈

= 0, or 𝑢 = Δ𝑢 = 0, 𝑥 ∈ 𝜕Ω, 𝑡 > 0,
(28)

𝑢(𝑥, 0) = 𝑢0(𝑥), 𝑢
𝑡
(𝑥, 0) = 𝑢1(𝑥), 𝑥 ∈ Ω.

(29)

Proof. Existence. For any 𝑚 ≥ 1, let 𝑊
𝑚
=

span{𝑤1, 𝑤2, · · · , 𝑤𝑚
} where {𝑤

𝑗
} is the complete orthogo-

nal system of eigenfunctions of −Δ in 𝐻
1
0 (Ω) and ||𝑤

𝑗
|| = 1 for

𝑗 = 1, 2, · · · , 𝑚. That is, −Δ𝑤
𝑗
= 𝜆

𝑗
𝑤

𝑗
where 𝜆

𝑗
is the related

eigenvalues in 𝐻
1
0 (Ω), respectively.

We search for an approximation solution

𝑢
𝑚(𝑥, 𝑡) =

𝑚∑

𝑗=1
ℎ
𝑚

𝑗
(𝑡)𝑤

𝑗
(𝑥) (30)

of the approximation problem in 𝑊
𝑚

:

(1 − 𝛽Δ)(𝑢𝑚
𝑡𝑡
, 𝑤

𝑗
) + (1 − Δ)(𝑢𝑚,𝑤

𝑗
) + 𝛾(Δ2

𝑢
𝑚
,𝑤

𝑗
) + (𝑢𝑚

𝑡
, 𝑤

𝑗
)

+ (𝜎(∇𝑣), 𝑤
𝑗
) = 0,

(31)

𝑢
𝑚(𝑥, 0) =

𝑚∑

𝑗=1
𝑎
𝑗
𝑤

𝑗
→ 𝑢0 in 𝐻

∗∗ (32)

𝑢
𝑚

𝑡
(𝑥, 0) =

𝑚∑

𝑗=1
𝑏
𝑗
𝑤

𝑗
→ 𝑢1 in 𝐻

∗ (33)

as 𝑚→ +∞. Inserting (30) into (31–33) gives

(1 + 𝛽𝜆
𝑗
)ℎ′′

𝑗

𝑚(𝑡) + ℎ
′
𝑗

𝑚(𝑡)

+ (1 + 𝜆
𝑗
+ 𝛾𝜆

2
𝑗
)ℎ𝑚

𝑗
(𝑡) = (∇𝑣 ln |∇𝑣|𝑘,∇𝑤

𝑗
),

(34)

ℎ
𝑚

𝑗
(0) = 𝑎

𝑗
, ℎ

′
𝑗

𝑚(0) = 𝑏
𝑗

(35)

Based on the theory of ordinary differential equations, Peano’s
theorem, for each 𝑚, there exists 𝑡

𝑚
> 0 such that problems (34)

and (35) admits a global and unique solution ℎ
𝑚

𝑗
∈ 𝐶[0, 𝑡

𝑚
]. We

show that 𝑡
𝑚
= 𝑇 ∈ (0, 𝑇

𝑚𝑎𝑥
) and the local solution is uniformly

bounded independent of 𝑚 and 𝑡. Multiplying (31) by ℎ
′
𝑗

𝑚(𝑡) and
sum from 𝑗 = 0 to 𝑚 gives

𝑑

𝑑𝑡

(||𝑢𝑚
𝑡
||2
𝐻∗ + ||𝑢𝑚||2

𝐻∗∗ ) = −2||𝑢𝑚
𝑡
||2

2 + 2𝑘
∫

Ω

∇𝑣 ln |∇𝑣|∇𝑢𝑚
𝑡
𝑑𝑥,

and integrating on (0, 𝑡), implies

||𝑢𝑚
𝑡
||2
𝐻∗ + ||𝑢𝑚||2

𝐻∗∗ ≤ ||𝑢𝑚1 ||
2
𝐻∗ + ||𝑢𝑚0 ||

2
𝐻∗∗

+ 2𝑘

𝑡

∫
0
∫

Ω

∇𝑣 ln |∇𝑣|∇𝑢𝑚
𝜏
𝑑𝑥𝑑𝜏.

(36)

To estimate the integral term on the right-hand side of (36), it
follows from (24) and Hölder’s and Young’s inequalities for suffi-
ciently small 𝛿 > 0,
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𝑡

∫
0
∫

Ω

∇𝑣 ln |∇𝑣|∇𝑢𝑚
𝜏
𝑑𝑥𝑑𝜏

≤

𝑡

∫
0

||∇𝑣 ln |∇𝑣|||2
2||∇𝑢

𝑚

𝜏
||2

2𝑑𝜏

≤

𝑡

∫
0

(

||∇𝑣 ln |∇𝑣|||
2

2+𝛿
2 ||∇𝑢𝑚

𝜏
||

2
2+𝛿
2

) 2+𝛿
2

𝑑𝜏

≤

𝑡

∫
0

(
1 + 𝛿

2 + 𝛿

||∇𝑣 ln |∇𝑣|||
2

1+𝛿
2 + 1

2 + 𝛿

||∇𝑢𝑚
𝜏
||2

2

) 2+𝛿
2

𝑑𝜏

≤

𝑡

∫
0

[1 + 𝛿

2 + 𝛿

𝑒
− 2

1+𝛿

(

|Ω|
1

1+𝛿 + ||∇𝑣||2+2𝛿
2+2𝛿

)

+ 1
2 + 𝛿

||∇𝑢𝑚
𝜏
||2

2

] 2+𝛿
2
𝑑𝜏

≤

𝑡

∫
0

[1 + 𝛿

2 + 𝛿

𝑒
− 2

1+𝛿

(

|Ω|
1

1+𝛿 + 𝐶∗||𝑣||
2


)

+ 1
2 + 𝛿

||∇𝑢𝑚
𝜏
||2

2

] 2+𝛿
2
𝑑𝜏

≤ 𝐶∗∗𝑡 +
2

𝛿

2

2 + 𝛿

𝑡

∫
0

(
||𝑢𝑚

𝜏
||2
𝐻∗ + ||𝑢𝑚||2

𝐻∗∗

) 2+𝛿
2 𝑑𝜏,

(37)
where

𝐶∗∗ =
2

𝛿

2

2 + 𝛿

[1 + 𝛿

2 + 𝛿

𝑒
− 2

1+𝛿

(

|Ω|
1

1+𝛿 + 𝐶∗||𝑣||
2


)] 2+𝛿
2+2𝛿

.

Here, we used the fact that 𝑣 ∈  and 𝐶∗ is the optimal embed-
ding constant of → 𝐿

2+2𝛿(Ω).

Substituting (37) in (36) gives

1(𝑡) ≤ 1(0) + 𝐶∗∗𝑡 +
2

𝛿

2

2 + 𝛿

𝑡

∫
0



2+𝛿
2

1 (𝜏)𝑑𝜏 (38)

which we let

1(𝑡) =
1

2𝑘
(
||𝑢𝑚

𝑡
||2
𝐻∗ + ||𝑢𝑚||2

𝐻∗∗

)
,

1(0) =
1

2𝑘
(
||𝑢𝑚1 ||

2
𝐻∗ + ||𝑢𝑚0 ||

2
𝐻∗∗

)
.

At this point, we are going to obtain an upper bound for1(𝑡) that
shows the behavior of 𝑡 ∈ [0, 𝑇 ]. Define

2(𝑡) = 1(0) + 𝐶∗∗𝑡 +
2

𝛿

2

2 + 𝛿

𝑡

∫
0



2+𝛿
2

1 (𝜏)𝑑𝜏. (39)

Thus,1(𝑡) =
[

2+𝛿

2
𝛿

2
(′2(𝑡) − 𝐶∗∗)

] 2
2+𝛿 and1(𝑡) ≤ 2(𝑡) implies


′
2(𝑡) ≤

2
𝛿

2

2 + 𝛿



2+𝛿
2

2 (𝑡) + 𝐶∗∗

≤
2

𝛿

2

2 + 𝛿

[

2(𝑡) +
(

2 + 𝛿

2
𝛿

2

𝐶∗∗

) 2
2+𝛿

] 2+𝛿
2

,

1(0) = 2(0).

Letting,3(𝑡) = 2(𝑡) +
(

2+𝛿

2
𝛿

2
𝐶∗∗

) 2
2+𝛿 in the above inequality and

by simple calculation, that is, it is easy to get

1(𝑡) ≤ 2(𝑡) ≤ 3(𝑡) ≤

(


− 𝛿

2
3 (0) − 𝛿2

𝛿

2
−1

2 + 𝛿

𝑡

)− 2
𝛿

, (40)

where3(0) = 1(0) +
(

2+𝛿

2
𝛿

2
𝐶∗∗

) 2
2+𝛿 . Clearly, the right-hand side

of (40) blow-up when 𝑡 → 2+𝛿

𝛿2
𝛿

2 −1

− 𝛿

2
3 (0), but for 𝑇 = 2+𝛿

𝛿2
𝛿

2

− 𝛿

2
3 (0),

we have

||𝑢𝑚
𝑡
||2
𝐻∗ + ||𝑢𝑚||2

𝐻∗∗ ≤ 𝑘𝑒

2+𝛿
𝛿 3(0).

Consequently, for large 𝑚, this implies

sup
𝑡∈[0,𝑡

𝑚
]

(
||𝑢𝑚

𝑡
||2
𝐻∗ + ||𝑢𝑚||2

𝐻∗∗

)
≤ 𝑘𝑒

2+𝛿
𝛿 3(0). (41)

Hence, the approximation solution (30) is uniformly bounded in
𝑚 on the interval [0, 𝑇 ] and ℎ

𝑚

𝑗
(𝑡) can be extended in [0, 𝑇 ]. Com-

bining this fact and problems (34) and (35) admits a unique global
solution ℎ

𝑚

𝑗
∈ 𝐶

2[0, 𝑇 ]. Also, in view of (41), it is easy to see that
||𝑢𝑚

𝑡𝑡
||
𝐻−2(Ω) be finite for all 𝑡 ∈ [0, 𝑇 ]. Therefore,

{𝑢𝑚} is bounded in 𝐿
∞([0, 𝑇 ];𝐻∗∗),

{𝑢𝑚
𝑡
} is bounded in 𝐿

∞([0, 𝑇 ];𝐻∗),

{𝑢𝑚
𝑡𝑡
} is bounded in 𝐿

2([0, 𝑇 ];𝐻−2(Ω)).

Uniqueness. Let 𝑢1 and 𝑢2 be strong solutions of problems
(27–29). The equation

(1 − 𝛽Δ)(𝑢1 − 𝑢2)𝑡𝑡 + (1 − Δ)(𝑢1 − 𝑢2) + 𝛾Δ2(𝑢1 − 𝑢2)

+ (𝑢1 − 𝑢2)𝑡 = 0, 𝑥 ∈ Ω, 𝑡 > 0
,

shares homogenous initial and boundary conditions. By (36),
we get

||(𝑢1 − 𝑢2)𝑡||2
𝐻∗ + ||𝑢1 − 𝑢2||

2
𝐻∗∗ ≤ 0,

that implies 𝑢1 = 𝑢2 in. ◽

Next, based on Lemma 6 and contraction mapping principle, we
are going to prove that problems (1–4) exist uniquely local weak
solution.

Theorem 1. For (𝑢0, 𝑢1) ∈ 𝐻
∗∗ ×𝐻

∗, problems (1–4) admit a
unique solution 𝑢 in [0, 𝑇 ] for some 𝑇 > 0.

Proof. For any 𝑇 > 0, we consider the space


𝑇
= {𝑢 ∈ ; ||𝑢||


≤𝑀}.

Define a map  ∶
𝑇
→

𝑇
. Lemma 6 shows that problems

(27–29) exist a unique solution 𝑢 = (𝑣) for 𝑣 ∈
𝑇

. We show
that (

𝑇
) ⊆

𝑇
, while 𝑇 > 0 small enough; that is, if ||𝑢||


≤

𝑀 , then ||(𝑣)||

≤𝑀 .
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Multiplying (27) by 𝑢
𝑡

and integrating over Ω × (0, 𝑡), we obtain

||𝑢
𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ ≤ ||𝑢1||
2
𝐻∗ + ||𝑢0||

2
𝐻∗∗

+ 2𝑘

𝑡

∫
0
∫

Ω

∇𝑣 ln |∇𝑣|∇𝑢
𝜏
𝑑𝑥𝑑𝜏,

(42)

where 𝑢 = (𝑣) is the corresponding solution to problems
(27–29) for fix 𝑣 ∈

𝑇
. By similar arguments in (37), it follows

from (42)

||𝑢
𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ ≤ ||𝑢1||
2
𝐻∗ + ||𝑢0||

2
𝐻∗∗ + 𝐶

𝑀
𝑇

+ 2
𝛿

2

2 + 𝛿

𝑡

∫
0

(||𝑢
𝜏
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ )
2+𝛿

2 𝑑𝜏,

(43)

where 𝐶
𝑀
= 2

𝛿

2

2+𝛿

[
1+𝛿
2+𝛿

𝑒
− 2

1+𝛿

(

|Ω|
1

1+𝛿 + 𝐶∗𝑀
2
)] 2+𝛿

2+2𝛿 . According to
(38–40), it follows from (43)

||𝑢
𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ ≤ ||𝑢1||
2
𝐻∗ + ||𝑢0||

2
𝐻∗∗

+

[

𝐶
𝑀
+ 2

𝛿

2

2 + 𝛿

(

𝑘2
2+𝛿

2 3(0)
) 2+𝛿

2

]

𝑇 .

Choose 𝑇 > 0 sufficiently small, 𝑀 > 0 large enough so that

||𝑢1||
2
𝐻∗ + ||𝑢0||

2
𝐻∗∗ ≤

𝑀
2

2
,

[

𝐶
𝑀
+ 2

𝛿

2

2 + 𝛿

(

𝑘2
2+𝛿

2 3(0)
) 2+𝛿

2

]

𝑇 ≤
𝑀

2

2
,

we get
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ ≤𝑀
2
,

that implies ||𝑢||

≤𝑀 , and so (

𝑇
) ⊆

𝑇
.

Now, we are in a position to show for 𝑣1, 𝑣2 ∈𝑀
𝑇

and 𝑢1 =
(𝑣1), 𝑢2 = (𝑣2), ||𝑢1 − 𝑢2|| ≤ 𝑘||𝑣1 − 𝑣2|| for 𝑘 ∈ (0, 1). To do
this, taking 𝑧 = 𝑢1 − 𝑢2 solves

(1 − 𝛽Δ)𝑧
𝑡𝑡
+ (1 − Δ)𝑧 + 𝛾Δ2

𝑧 + 𝑧
𝑡

+ (𝜎(∇𝑣1) − 𝜎(∇𝑣2)) = 0, 𝑥 ∈ Ω, 𝑡 > 0,
(44)

𝑧 = 𝜕𝑧

𝜕𝜈

= 0 or 𝑧 = Δ𝑧 = 0, 𝑥 ∈ 𝜕Ω, 𝑡 > 0, (45)

𝑧(𝑥, 0) = 𝑧
𝑡
(𝑥, 0) = 0, 𝑥 ∈ Ω. (46)

Testing both sides of (44) by 𝑧
𝑡

over Ω × (0, 𝑡) gives

||𝑧
𝑡
||2
𝐻∗ + ||𝑧||2

𝐻∗∗

= − 2𝑘

𝑡

∫
0

||𝑧
𝜏
||2

2𝑑𝜏

+ 2𝑘

𝑡

∫
0
∫

Ω

𝑑𝑖𝑣(∇𝑣1 ln |∇𝑣1| − ∇𝑣2 ln |∇𝑣2|)𝑧𝜏𝑑𝑥𝑑𝜏

≤ 2𝑘

𝑡

∫
0
∫

Ω

|
|∇𝑣1 ln |∇𝑣1| − ∇𝑣2 ln |∇𝑣2|

|
|∇𝑧𝜏𝑑𝑥𝑑𝜏.

(47)

We make use of the Lagrange mean value theorem
∇𝑣1 ln |∇𝑣1|−∇𝑣2 ln |∇𝑣2|

∇𝑣1−∇𝑣2
= ln 𝑒|𝜉|, where for any 𝜃 ∈ (0, 1)

|𝜉| = |(𝜃∇𝑣1 + (1 − 𝜃)∇𝑣2)| ≤ |∇𝑣1| + |∇𝑣2|.

Thus, from (47), we have

||𝑧
𝑡
||2
𝐻∗ + ||𝑧||2

𝐻∗∗ ≤ 𝑄1 +𝑄2, (48)

where

𝑄1 ∶= 2𝑘

𝑡

∫
0
∫

Ω

|∇𝑣1 − ∇𝑣2|∇𝑧𝜏𝑑𝑥𝑑𝜏,

𝑄2 ∶= 2𝑘

𝑡

∫
0
∫

Ω

ln(|∇𝑣1| + |∇𝑣2|)|∇𝑣1 − ∇𝑣2|∇𝑧𝜏𝑑𝑥𝑑𝜏.

In view of (24) and according to Cauchy’s, Hölder’s, and Sobolev’s
inequalities, we have

𝑄1 ≤ 2𝑘

𝑡

∫
0

||∇𝑣1 − ∇𝑣2||2||∇𝑧𝜏 ||2𝑑𝜏

≤ 𝑘

𝑡

∫
0

||∇𝑣1 − ∇𝑣2||
2
2𝑑𝜏 + 𝑘

𝑡

∫
0

||∇𝑧
𝜏
||2

2𝑑𝜏

≤ 𝑘𝜆𝛾
−1

𝑡

∫
0

𝛾||Δ𝑣1 − Δ𝑣2||
2
2𝑑𝜏 + 𝑘

𝑡

∫
0

(||𝑧
𝜏
||2

2 + ||∇𝑧
𝜏
||2

2)𝑑𝜏

≤ 𝑘𝜆𝛾
−1

𝑡

∫
0

||𝑣1 − 𝑣2||
2
𝐻∗∗𝑑𝜏 + 𝑘

𝑡

∫
0

||𝑧
𝜏
||2
𝐻∗𝑑𝜏

≤ 𝑘𝜆𝛾
−1
𝑇 ||𝑣1 − 𝑣2||

2

+ 𝑘

𝑡

∫
0

(||𝑧
𝜏
||2
𝐻∗ + ||𝑧||2

𝐻∗∗ )𝑑𝜏,

(49)

𝑄2 ≤ 2𝑘

𝑡

∫
0

(

|| ln(|∇𝑣1| + |∇𝑣2|)||𝑛||∇𝑣1 − ∇𝑣2|| 2𝑛
𝑛−2

||∇𝑧
𝜏
||2

)

𝑑𝜏

≤ 𝑘

𝑡

∫
0

(

|| ln(|∇𝑣1| + |∇𝑣2|)||𝑛||∇𝑣1 − ∇𝑣2|| 2𝑛
𝑛−2

)2
𝑑𝜏

+ 𝑘

𝑡

∫
0

||∇𝑧
𝜏
||2

2𝑑𝜏

≤ 𝑘𝐶(𝜆, 𝛾)𝐶̃

𝑡

∫
0

|| ln(|Δ𝑣1| + |Δ𝑣2|)||2
𝑛
||𝛾(Δ𝑣1 − Δ𝑣2)||2

2𝑛
𝑛−2

𝑑𝜏

+ 𝑘

𝑡

∫
0

(||𝑧
𝜏
||2

2 + ||∇𝑧
𝜏
||2

2)𝑑𝜏

≤ 𝑘𝐶(𝜆, 𝛾)𝐶̃ ̃̃
𝐶𝑇 ||𝑣1 − 𝑣2||

2

+ 𝑘

𝑡

∫
0

(||𝑧
𝜏
||2
𝐻∗ + ||𝑧||2

𝐻∗∗ )𝑑𝜏,

(50)
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where 𝐶(𝜆, 𝛾) depends on 𝛾 > 0 and Poincaré constant 𝜆, 𝐶̃ is
embedding constant and for small 𝛿 > 0

̃̃
𝐶 =

(
|Ω|

𝑒𝑛
+ 2𝐶𝑛𝛿

𝑛𝛿
(𝑒𝛿)−𝑛𝑀𝑛𝛿

) 2
𝑛

.

Combining (48–50), we arrive at

||𝑧
𝑡
||2
𝐻∗ + ||𝑧||2

𝐻∗∗ ≤𝑘(𝜆𝛾−1 + 𝐶(𝜆, 𝛾)𝐶̃ ̃̃
𝐶)𝑇 ||𝑣1 − 𝑣2||

2


+ 𝑘

𝑡

∫
0

(||𝑧
𝜏
||2
𝐻∗ + ||𝑧||2

𝐻∗∗ )𝑑𝜏,

then the Gronwall inequality yields

||𝑧
𝑡
||2
𝐻∗ + ||𝑧||2

𝐻∗∗ ≤ 𝑘(𝜆𝛾−1 + 𝐶(𝜆, 𝛾)𝐶̃ ̃̃
𝐶)𝑇 𝑒𝑘𝑇 ||𝑣1 − 𝑣2||

2

.

Choose 𝑇 sufficiently small and 𝑘 = 𝑘(𝜆𝛾−1 + 𝐶(𝜆, 𝛾)𝐶̃ ̃̃
𝐶)𝑇 𝑒𝑘𝑇 <

1 implies that  is a contractive map in 
𝑇

. Thus, by contrac-
tion mapping principle, we conclude that problems (1–4) admit
uniquely solution. ◽

4 | Global Existence

In this section, we are concerned with the existence of global
weak solution to problems (1–4). In fact,

𝑢 ∈ 𝐶([0, 𝑇
𝑚𝑎𝑥
);𝐻∗∗) ∩ 𝐶1([0, 𝑇

𝑚𝑎𝑥
);𝐻∗) ∩ 𝐶2([0, 𝑇

𝑚𝑎𝑥
);𝐻−2(Ω))

holds for any 𝑇 ∈ (0, 𝑇
𝑚𝑎𝑥
) and 𝑇

𝑚𝑎𝑥
= +∞ gives the existence

of global weak solution. That is, the local solution of problems
(1–4) can be continued in time and the lifespan of solution will
be [0,+∞).

Lemma 7. Let 𝑢 = 𝑢(𝑡) be a weak solution of problems (1–4).

i. For (𝑢0, 𝑢1) ∈ + ×𝐻
∗, then 𝑢 = 𝑢(𝑡) ∈ + for all 𝑡 ∈

[0, 𝑇
𝑚𝑎𝑥
), where + is defined in (12).

ii. For (𝑢0, 𝑢1) ∈ − ×𝐻
∗, then 𝑢 = 𝑢(𝑡) ∈ − for all 𝑡 ∈

[0, 𝑇
𝑚𝑎𝑥
), where − is defined in (13).

Proof. Because the proofs of (i) and (ii) are similar, we only
give the proof of (i). Since 𝑢 = 𝑢(𝑡) is a weak solution of problems
(1–4), so 𝑢 ∈ 𝐶([0, 𝑇

𝑚𝑎𝑥
);𝐻∗∗) implies 𝐼(𝑢(𝑡)) ∈ 𝐶[0, 𝑇

𝑚𝑎𝑥
). Argu-

ing by contradiction, suppose there exists 𝑡0 ∈ [0, 𝑇𝑚𝑎𝑥) such that
𝑢(𝑡0) ∈ (see (14)) where 𝑡0 is the first time. For sufficiently 𝜀0 >

0, there exists 𝑡
𝜀0
> 0 such that 𝑢(𝑡

𝜀0
) ∈ − for 0 < 𝑡0 < 𝑡

𝜀0
and

𝐼(𝑢(𝑡
𝜀0
)) = −2𝜀0 < 0. (51)

From 𝐽 (𝑢(𝑡)) (see (10)), we have

𝐽 (𝑢(𝑡
𝜀0
)) = 𝑘 + 2

4
||∇𝑢(𝑡

𝜀0
)||2

2 +
1
2
𝐼(𝑢(𝑡

𝜀0
)). (52)

By recalling Lemma 5 together with (11) and (51), it follows from
(52) that

||∇𝑢(𝑡
𝜀0
)||2

2 ≤
4

𝑘 + 2
(
𝐽 (𝑢(𝑡

𝜀0
)) + 𝜀0

)

≤
4

𝑘 + 2
(
𝐸(𝑡

𝜀0
) + 𝜀0

)

≤
4

𝑘 + 2
(𝐸(0) + 𝜀0).

(53)

By 𝐼(𝑢(𝑡)) (see (9)) and using logarithmic Sobolev inequality (16),
we obtain for any 𝑎 > 0

𝐼(𝑢(𝑡
𝜀0
)) = ||𝑢(𝑡

𝜀0
)||2

𝐻∗∗ − 𝑘
∫

Ω

|∇𝑢(𝑡
𝜀0
)|2 ln |∇𝑢(𝑡

𝜀0
)|𝑑𝑥

≥ 𝑘

(
𝑛(1 + ln 𝑎)

2
− ln ||∇𝑢(𝑡

𝜀0
)||2

2

)

||∇𝑢(𝑡
𝜀0
)||2

2

+
(

1 − 𝑘𝑎
2

2𝜋𝛾

)

||𝑢(𝑡
𝜀0
)||2

𝐻∗∗ .

Taking 𝑎 =
√

2𝜋𝛾
𝑘

and (53) in the above inequality, we get

𝐼(𝑢(𝑡
𝜀0
)) ≥ 𝑘

⎡
⎢
⎢
⎢
⎢
⎣

𝑛

(

1 + ln
√

2𝜋𝛾
𝑘

)

2
− ln 4

𝑘 + 2
(𝐸(0) + 𝜀0)

⎤
⎥
⎥
⎥
⎥
⎦

×

||∇𝑢(𝑡
𝜀0
)||2

2.

For (𝑢0, 𝑢1) ∈ + ×𝐻
∗, satisfying 4

𝑘+2

(
2𝜋𝛾
𝑘

)− 𝑛

4
𝑒
− 𝑛

2 (𝐸(0) + 𝜀0) <
1 gives 𝐼(𝑢(𝑡

𝜀0
)) > 0 contradict with (51). Therefore, 𝑢 = 𝑢(𝑡) ∈

 + for all 𝑡 ∈ [0, 𝑇
𝑚𝑎𝑥
). Further,

𝐸(0) < 𝐸(0) + 𝜀0 <
𝑘 + 2

4

(
2𝜋𝛾
𝑘

) 𝑛

4

𝑒

𝑛

2 = 𝑘 + 2
4

𝓁 < 𝑑,

where 𝑑 is defined in (15). ◽

Theorem 2. For (𝑢0, 𝑢1) ∈ + ×𝐻
∗, the local weak solution 𝑢

got in Theorem 1 exists globally.

Proof. Let 𝑢 = 𝑢(𝑡) for 𝑡 ∈ [0, 𝑇
𝑚𝑎𝑥
) be the local weak solution of

problems (1–4). To show 𝑇
𝑚𝑎𝑥

= +∞, it is enough to find a con-
stant 𝐶 > 0 such that

sup
𝑡∈[0,𝑇

𝑚𝑎𝑥
)

(
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗

)
≤ 𝐶. (54)

By virtue of Lemma 5, (10), (11), and Lemma 7, we obtain the
following:

𝐸(0) ≥ 1
2
||𝑢

𝑡
||2
𝐻∗ +

𝑘 + 2
4

||∇𝑢||2
2 +

1
2
𝐼(𝑢(𝑡))

≥
1
2
||𝑢

𝑡
||2
𝐻∗ +

𝑘 + 2
4

𝜆
−1||𝑢||2

2

≥
1
2
||𝑢

𝑡
||2
𝐻∗ +

𝑘 + 2
4

𝜆
−1||𝑢||2

𝐻∗∗

≥ min
{1

2
,
𝑘 + 2

4
𝜆
−1
}(

||𝑢
𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗

)
.

This shows that (54) holds, where 𝜆 is the Poincaré constant and

𝐶 =
(

min{1
2
,
𝑘 + 2

4
𝜆
−1}

)−1
𝐸(0).

◽
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5 | Decay and Growth Estimates of Solutions

5.1 | Decay of Solution

This subsection is devoted to the study of the stability of solution
to problems (1–4) emanating from initial data satisfying the con-
ditions required by that for the global solutions in Theorem 2. So
to prove this result, we consider 𝐿(𝑡) ∶ [0, 𝑇

𝑚𝑎𝑥
) → ℝ+ defined by

𝐿(𝑡) = 𝐸(𝑡) + 𝜀
∫

Ω

𝑢𝑢
𝑡
𝑑𝑥 + 𝜀𝛽

∫

Ω

∇𝑢∇𝑢
𝑡
𝑑𝑥 + 𝜀

2
||𝑢||2

2, 𝜀 > 0. (55)

It is easy to see that 𝐿(𝑡) and 𝐸(𝑡) are equivalent in the sense that
there exist two positive constants 𝛼1 and 𝛼2 such that

𝛼1𝐸(𝑡) ≤ 𝐿(𝑡) ≤ 𝛼2𝐸(𝑡), 𝑡 ≥ 0. (56)

Theorem 3. Let (𝑢0, 𝑢1) ∈ + ×𝐻
∗. Further assume

0 < 𝐸(0) < 𝛼𝓁 < 𝑑, (57)

where 𝛼 is a positive constant satisfying 0 <

(
4

𝑘+2

) 2
𝑛

𝛼

2
𝑛

2
√
𝑘(𝑘+2)

< 1.
Then, there exist two positive constants 𝑐1 and 𝑐2 such that

0 < 𝐸(𝑡) ≤ 𝑐1𝑒
−𝑐2𝑡, ∀𝑡 ≥ 0. (58)

Proof. Taking the derivative of (55) with respect to 𝑡 together
with Equation (1), we get the following:

𝐿
′(𝑡) = 𝐸

′(𝑡) + 𝜀||𝑢
𝑡
||2

2 + 𝜀𝛽||∇𝑢
𝑡
||2

2 − 𝜀||∇𝑢||2
2 − 𝜀||𝑢||2

𝐻∗∗

+ 𝜀𝑘
∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥. (59)

Utilizing the energy functional 𝐸(𝑡) (see (7)), (21), and for any
𝑁 > 0, it follows from (59)

𝐿
′(𝑡) = − 𝜀𝑁𝐸(𝑡) −

(

1 − 𝜀 − 𝜀
𝑁

2

)

||𝑢
𝑡
||2

2 + 𝜀𝛽

(

1 + 𝑁

2

)

||∇𝑢
𝑡
||2

2

− 𝜀

(

1 − 𝑁

2

)

||𝑢||2
𝐻∗∗ − 𝜀

(

1 − 𝑘 + 2
2

𝑁

2

)

||∇𝑢||2
2

+ 𝜀𝑘

(

1 − 𝑁

2

)

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

According to logarithmic Sobolev inequality (16), the above
equality implies

𝐿
′(𝑡) ≤ − 𝜀𝑁𝐸(𝑡) −

(

1 − 𝜀 − 𝜀
𝑁

2

)

||𝑢
𝑡
||2

2 + 𝜀𝛽

(

1 + 𝑁

2

)

||∇𝑢
𝑡
||2

2

− 𝜀

(

1 − 𝑁

2

)

||𝑢||2
𝐻∗∗ − 𝜀

(

1 − 𝑘 + 2
2

𝑁

2

)

||∇𝑢||2
2

+ 𝜀𝑁

(

1 − 𝑁

2

)
𝑎

2

2𝜋
||Δ𝑢||2

2

+ 𝜀𝑘

(

1 − 𝑁

2

)(

ln ||∇𝑢||2
2 −

𝑛(1 + ln 𝑎)
2

)

||∇𝑢||2
2.

(60)

Choose the appropriate 𝑁 = 4
𝑘+2

and picking 𝛽 ≤
𝑁

2(𝑁+2)
, it fol-

lows from (60) that

𝐿
′(𝑡) ≤ − 4𝜀

𝑘 + 2
𝐸(𝑡) −

(

1 − 𝜀 − 2𝜀
𝑘 + 2

)

||𝑢
𝑡
||2

2 +
𝜀

𝑘 + 2
||∇𝑢

𝑡
||2

2

− 𝜀𝑘

𝑘 + 2
||𝑢||2

𝐻∗∗ +
𝜀𝑘

𝑘 + 2
2𝑎2

𝜋(𝑘 + 2)
||Δ𝑢||2

2

+ 𝜀𝑘
2

𝑘 + 2

(

ln ||∇𝑢||2
2 −

𝑛(1 + ln 𝑎)
2

)

||∇𝑢||2
2.

(61)
Substituting the inequalities 𝜀

𝑘+2
||∇𝑢

𝑡
||2

2 ≤
2𝜀
𝑘+2

𝐸(𝑡) and ||Δ𝑢||2
2 ≤

𝛾
−1||𝑢||2

𝐻∗∗ in (61). By using (10), (11), and the fact that 𝑢 ∈ +

(see Lemma 7 (i)), we obtain the following:

𝐿
′(𝑡) ≤ − 2𝜀

𝑘 + 2
𝐸(𝑡) −

(

1 − 𝜀 − 2𝜀
𝑘 + 2

)

||𝑢
𝑡
||2

2

− 𝜀𝑘

𝑘 + 2

(

1 − 2𝑎2

𝜋𝛾(𝑘 + 2)

)

||𝑢||2
𝐻∗∗

+ 𝜀𝑘
2

𝑘 + 2

(

ln ||∇𝑢||2
2 −

𝑛(1 + ln 𝑎)
2

)

||∇𝑢||2
2.

(62)

To this end, from (10) and assumption (57), we conclude the fol-
lowing inequalities:

||∇𝑢||2
2 ≤

4
𝑘 + 2

𝐸(𝑡) ≤ 4
𝑘 + 2

𝐸(0) ≤ 4
𝑘 + 2

𝛼𝓁

= 4
𝑘 + 2

𝛼

(
2𝜋𝛾
𝑘

) 𝑛

4

𝑒

𝑛

2 ,

or

ln ||∇𝑢||2
2 ≤ ln 4

𝑘 + 2
𝛼

(
2𝜋𝛾
𝑘

) 𝑛

4

𝑒

𝑛

2 ,

and by taking 𝑎 satisfying
(

4
𝑘+2

) 2
𝑛

𝛼

2
𝑛

√
2𝜋𝛾
𝑘

< 𝑎 <

√
𝜋𝛾(𝑘+2)

2
where

𝛼 an be assured by assumption (57), we guarantee

𝐿
′(𝑡) ≤ − 2𝜀

𝑘 + 2
𝐸(𝑡) −

(

1 − 𝜀 − 2𝜀
𝑘 + 2

)

||𝑢
𝑡
||2

2. (63)

Now, choosing 𝜀 > 0 sufficiently small such that 1 − 𝜀 − 2𝜀
𝑘+2

> 0,
inequality (63) becomes

𝐿
′(𝑡) ≤ − 2𝜀

𝑘 + 2
𝐸(𝑡),∀𝑡 > 0. (64)

Further, by virtue of (56), let 𝑐2 =
2𝜀
𝑘+2

then (64) becomes 𝑑𝐿(𝑡)
𝑑𝑡
≤

−𝑐2𝐿(𝑡) for all 𝑡 ∈ [0, 𝑇
𝑚𝑎𝑥
). Through Gronwall inequality, we get

the result (58), where 𝑐1 =
𝛼2
𝛼1
𝐸(0). ◽

5.2 | Growth of Solution

In this subsection, we investigate that the solutions associated
with problems (1–4) are unstable. In fact, we show the solution
growth exponentially as 𝑡 approaches to infinity for positive initial
energy 𝐸(0) or 𝐸(0) < 0.

Theorem 4. Let 𝑢 = 𝑢(𝑡) be a weak solution of problems (1–4).

i. For (𝑢0, 𝑢1) ∈ − ×𝐻
∗
, 0 < 𝐸(0) < 𝑘+2

4
𝓁 < 𝑑, and

||∇𝑢||2
2 > 𝛼̃𝓁 (𝛼̃ > 1), then 𝑢 = 𝑢(𝑡) growth-up in 𝐻

∗∗-norm.
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ii. The solution growth-up in 𝐻
∗∗-norm provided 𝐸(0) < 0.

Proof. (i) For any 𝜀 > 0, let us define

𝐿̃(𝑡) = 𝐺(𝑡) + 𝜀
∫

Ω

𝑢𝑢
𝑡
𝑑𝑥 + 𝜀𝛽

∫

Ω

∇𝑢∇𝑢
𝑡
𝑑𝑥 + 𝜀

2
||𝑢||2

2. (65)

Set
𝐺(𝑡) = 𝐸1 − 𝐸(𝑡), (66)

where 𝐸(0) < 𝐸1 <
𝑘+2

4
𝓁. From (21) and (66), we have 𝐺

′(𝑡) =
−𝐸′(𝑡) = ||𝑢

𝑡
||2

2 > 0 for all 𝑡 ≥ 0. According to Hölder’s and
Poincaré’s inequalities, we can deduce the following from (65):

𝐿̃(𝑡) ≤ 𝐺(𝑡) + 𝜀

2
||𝑢

𝑡
||2
𝐻∗ + 𝜀||𝑢||2

2 +
𝜀

2
𝛽𝜆||Δ𝑢||2

2

≤ 𝜇1(𝜀)
(

𝐺(𝑡) + 1
2
||𝑢

𝑡
||2
𝐻∗ +

1
2
||𝑢||2

𝐻∗∗

)

,

(67)

where 𝜆 is the Poincaré constant and 𝜇1(𝜀) = max{1, 2𝜀, 𝜀𝛽𝜆𝛾−1}.

Taking the time derivative of the functional 𝐿̃(𝑡) together with the
Equation (1), we get the following:

𝐿̃
′(𝑡) = 𝐺

′(𝑡) + 𝜀||𝑢
𝑡
||2

2 + 𝜀
∫

Ω

𝑢𝑢
𝑡𝑡
𝑑𝑥 + 𝜀𝛽||∇𝑢

𝑡
||2

2

+ 𝜀𝛽
∫

Ω

∇𝑢∇𝑢
𝑡𝑡
𝑑𝑥 + 𝜀

∫

Ω

𝑢𝑢
𝑡
𝑑𝑥

= (1 + 𝜀)||𝑢
𝑡
||2

2 + 𝜀𝛽||∇𝑢
𝑡
||2

2 − 𝜀||∇𝑢||2
2 − 𝜀||𝑢||2

𝐻∗∗

+ 𝜀𝑘
∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

(68)

By (7), (66), and for any positive constant Ñ, it follows from
(68) that

𝐿̃
′(𝑡) = 𝜀Ñ𝐺(𝑡) − 𝜀Ñ𝐸1 +

(

1 + 𝜀 + 𝜀
Ñ
2

)

||𝑢
𝑡
||2

2

+ 𝜀𝛽

(
Ñ
2
+ 1

)

||∇𝑢
𝑡
||2

2

− 𝜀||∇𝑢||2
2 + 𝜀

(
Ñ
2
− 1

)

||𝑢||2
𝐻∗∗ + 𝜀

𝑘 + 2
2

Ñ
2
||∇𝑢||2

2

− 𝜀𝑘

(
Ñ
2
− 1

)

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

(69)

Since by Lemma 7 (ii) (i.e., 𝑢 ∈ − and 𝐼(𝑢(𝑡)) < 0). Noticing
𝐸1 <

𝑘+2
4
𝓁 <

𝑘+2
4𝛼̃

||∇𝑢||2
2 <

𝑘+2
4

||∇𝑢||2
2, combining it with (69), we

have the following:

𝐿̃
′(𝑡) ≥ 𝜀Ñ𝐺(𝑡) + 2

(

1 + 𝜀 + 𝜀
Ñ
2

)
1
2
||𝑢

𝑡
||2

2

+ 2𝜀𝛽
(

Ñ
2
+ 1

)
1
2
||∇𝑢

𝑡
||2

2

− 𝜀||∇𝑢||2
2 + 𝜀

(
Ñ
2
− 1

)

||𝑢||2
𝐻∗∗

− 𝜀𝑘

(
Ñ
2
− 1

)

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

(70)

By virtue of logarithmic Sobbolev inequality (16), it follows from
(70) that

𝐿̃
′(𝑡) ≥ 𝜀Ñ𝐺(𝑡) + 2

(

1 + 𝜀 + 𝜀
Ñ
2

)
1
2
||𝑢

𝑡
||2

2

+ 2𝜀𝛽
(

Ñ
2
+ 1

)
1
2
||∇𝑢

𝑡
||2

2

+ 𝜀

[

𝑘

(
Ñ
2
− 1

)
𝑛(1 + ln 𝑎)

2
− 𝑘

(
Ñ
2
− 1

)

ln ||∇𝑢||2
2 − 1

]

||∇𝑢||2
2

+ 𝜀

(
Ñ
2
− 1

)(

1 − 𝑘𝑎
2

2𝜋𝛾

)

||𝑢||2
𝐻∗∗ .

(71)

Since ||∇𝑢||2
2 > 𝛼̃𝓁 = 𝛼̃

(
2𝜋𝛾
𝑘

) 𝑛

4
𝑒

𝑛

2 , take 𝑎 =
√

𝜋𝛾

𝑘
with 𝛼̃

satisfying 1 ≤ 𝛼̃
𝑘
< 𝑒

(
1
2

) 𝑛𝑘

4 , choosing Ñ > 4, and then

𝑘

(
𝑛

(

1+ln
√

𝜋𝛾

𝑘

)

2
− ln ||∇𝑢||2

2

)

− 1 > 0. Thus, (71) becomes

𝐿̃
′(𝑡) ≥ 4𝜀𝐺(𝑡) + 2(1 + 3𝜀)1

2
||𝑢

𝑡
||2

2 + 6𝜀𝛽 1
2
||∇𝑢

𝑡
||2

2 +
𝜀

2
||𝑢||2

𝐻∗∗

≥ 4𝜀𝐺(𝑡) + 6𝜀1
2
||𝑢

𝑡
||2
𝐻∗ +

𝜀

2
||𝑢||2

𝐻∗∗

≥ 𝜀

(

𝐺(𝑡) + 1
2
||𝑢

𝑡
||2
𝐻∗ +

1
2
||𝑢||2

𝐻∗∗

)

.

(72)
Combining (67) and (72) gives 𝑑𝐿̃

𝑑𝑡
≥ 𝜇̂𝐿̃, (𝜇̂ = 𝜀

−1
𝜇1(𝜀)), then

integrating on (0, 𝑡) yields

𝐿̃(𝑡) ≥ 𝐿̃(0)𝑒𝜇̂𝑡, ∀𝑡 ∈ [0, 𝑇
𝑚𝑎𝑥
) (73)

where 𝐿̃(0) = 𝐸1 − 𝐸(0) + 𝜀(𝑢0, 𝑢1) + 𝜀𝛽(∇𝑢0,∇𝑢1) +
𝜀

2
||𝑢0||

2
2 > 0.

On the other hand, by (7), (66), (67), ||∇𝑢||2
2 > 𝛼̃𝓁 ≥ 𝓁 (see

Lemma 3 (ii)) and the fact that 𝐺(𝑡) > 𝐺(0) > 0, we have the fol-
lowing:

0 < 𝐿̃(0)𝑒𝜇𝑡 ≤ 𝐿̃(𝑡)

≤ 𝜇1(𝜀)
(

𝐺(𝑡) + 1
2
||𝑢

𝑡
||2
𝐻∗ +

1
2
||𝑢||2

𝐻∗∗

)

= 𝜇1(𝜀)
(

𝐸1 − 𝐸(𝑡) + 1
2
||𝑢

𝑡
||2
𝐻∗ +

1
2
||𝑢||2

𝐻∗∗

)

≤ 𝜇1(𝜀)
⎛
⎜
⎜
⎝

𝑘 + 2
4

𝓁 − 𝑘 + 2
4

||∇𝑢||2
2 +

𝑘

2∫
Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥
⎞
⎟
⎟
⎠

≤
𝑘

2
𝜇1(𝜀)

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

(74)

By virtue of Sobolev embedding inequality and from the fact that
𝑠
−𝛿 ln 𝑠 < (𝑒𝛿)−1 for any 𝑠 ≥ 1, 𝛿 > 0, it follows from (74) that

𝐿̃(0)𝑒𝜇̂𝑡 ≤ 𝐿̃(𝑡) ≤ 𝑘

2𝑒𝛿∫
Ω

|∇𝑢|2+𝛿
𝑑𝑥 ≤ 𝐵(𝛾||Δ𝑢||2

2)
2+𝛿

2

≤ 𝐵(||𝑢||2
𝐻∗∗ )

2+𝛿
2 ,

(75)

where 𝐵 = 𝑘

2𝑒𝛿
𝐶

2+𝛿
2+𝛿 𝜇1(𝜀)(𝛾𝜆)

2+𝛿
2 (𝜆 is Poincaré constant, 𝐶2+𝛿 is

the optimal Sobolev embedding constant), and arbitrary constant
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𝛿 satisfies 2 < 2 + 𝛿 <

{
+∞, 𝑛 = 1, 2

2𝑛
𝑛−2

, 𝑛 ≥ 3 gives lim
𝑡→+∞

||𝑢||2
𝐻∗∗ = +∞

that implies the desired conclusion.

(ii) In (i), we showed that the solution of problems (1–4) grows
as an exponential function in the 𝐻∗∗-norm (i.e., the weak solu-
tion 𝑢 can extend over time, the whole half line). The technique
of proof (ii) is similar provided the initial energy 𝐸(0) < 0 with
some necessary modifications. Let us define (65) by setting𝐺(𝑡) =
−𝐸(𝑡), then

𝐿̃(𝑡) = 𝜀Ñ𝐺(𝑡) + (1 + 𝜀 + 𝜀
Ñ
2
)||𝑢

𝑡
||2

2 + 𝜀𝛽

(
Ñ
2
+ 1

)

||∇𝑢
𝑡
||2

2

+ 𝜀

(
Ñ
2
− 1

)

||𝑢||2
𝐻∗∗ + 𝜀

𝑘 + 2
2

Ñ
2
||∇𝑢||2

2

− 𝜀𝑘

(
Ñ
2
− 1

)

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥.

Since 𝐸(𝑡) ≤ 𝐸(0) < 0, so

∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥 >
1
𝑘

||𝑢
𝑡
||2
𝐻∗ +

1
𝑘

||𝑢||2
𝐻∗∗ +

𝑘 + 2
2𝑘

||∇𝑢||2
2 > 0,

and 0 < 𝐺(𝑡) = −𝐸(𝑡) < ∫Ω |∇𝑢|2 ln |∇𝑢|𝑑𝑥. Then, for a
constant 𝐶̆ ,

𝐿̃(𝑡) ≥ 𝐶̆

(
𝐺(𝑡) + ||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗

)
.

Thus, the proof of the opposite estimate is the same as in (i); we
omit the details. ◽

6 | Blow-Up of Solution

This section aims to prove the blow-up of solutions for problems
(1–4) with positive initial energy. First, by providing the suffi-
cient assumptions, we prove the blow-up of solutions with appro-
priate positive initial energy and obtain the upper bound for the
blow-up time. Next, by introducing an appropriate functional, we
obtain a lower bound for the blow-up time.

Theorem 5. Let the conditions of Theorem 4 (part (i)) hold. If
we choose 𝜀 > 0 small enough such that

(𝑢0, 𝑢1) + 𝛽(∇𝑢0,∇𝑢1) − 8𝜀||𝑢0||
2
𝐻∗ > 0,

then there exists a finite time 𝑇
∗
< 𝑇

𝑚𝑎𝑥
such that the solutions

blow-up at 𝑇 ∗, that is,

lim
𝑡→𝑇 ∗−

||𝑢||2
𝐻∗ = +∞,

with the following upper bound

𝑇
∗
<

2(||𝑢0||
2
2 + 𝛽||∇𝑢0||

2
2)

5

4
√

||𝑢0||
2
𝐻∗ ((𝑢0, 𝑢1) + 𝛽(∇𝑢0,∇𝑢1) − 8𝜀||𝑢0||

2
𝐻∗ )

.

Proof. Let us define the following auxiliary functional with its
derivatives as follows:

𝜓(𝑡) = ||𝑢||2
𝐻∗ ,

(76)

𝜓
′(𝑡) = 2(𝑢, 𝑢

𝑡
) + 2𝛽(∇𝑢,∇𝑢

𝑡
), (77)

𝜓
′′(𝑡) = 2||𝑢

𝑡
||2
𝐻∗ − 2||𝑢||2

𝐻∗∗ − 2||∇𝑢||2
2 − 2(𝑢, 𝑢

𝑡
)

+ 2𝑘
∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥, (78)

where in 𝜓
′′(𝑡), (1) has been used.

By virtue of (65) and (77), for any 𝛿0 > 0, (78) can be rewritten as

𝜓
′′(𝑡) = 𝛿0

⎛
⎜
⎜
⎝

𝐿̃(𝑡) − 𝐸1 − 𝜀
∫

Ω

𝑢𝑢
𝑡
𝑑𝑥 − 𝜀𝛽

∫

Ω

∇𝑢∇𝑢
𝑡
𝑑𝑥 − 𝜀

2
||𝑢||2

2

⎞
⎟
⎟
⎠

+
𝛿0 + 4

2
||𝑢

𝑡
||2
𝐻∗ +

𝛿0 − 4
2

||𝑢||2
𝐻∗

+
(
𝛿0(𝑘 + 2)

4
− 2

)

||∇𝑢||2
2

− 𝑘

𝛿0 − 4
2 ∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥 − 2(𝑢, 𝑢
𝑡
)

≥
𝛿0𝜀

2

⎛
⎜
⎜
⎝

−2
∫

Ω

𝑢𝑢
𝑡
𝑑𝑥 − 2𝛽

∫

Ω

∇𝑢∇𝑢
𝑡
𝑑𝑥

⎞
⎟
⎟
⎠

+
𝛿0 − 4

2
||𝑢||2

𝐻∗ − 2(𝑢, 𝑢
𝑡
)

+
(
𝛿0(𝑘 + 2)

4
− 2

)

||∇𝑢||2
2

−
𝑘(𝛿0 − 4)

2 ∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥

= −
𝛿0𝜀

2
𝜓
′(𝑡) +

𝛿0 + 4
2

||𝑢
𝑡
||2
𝐻∗ +

𝛿0 − 4
2

||𝑢||2
𝐻∗ − 2(𝑢, 𝑢

𝑡
)

+
(
𝛿0(𝑘 + 2)

4
− 2

)

||∇𝑢||2
2

−
𝑘(𝛿0 − 4)

2 ∫

Ω

|∇𝑢|2 ln |∇𝑢|𝑑𝑥,

(79)
where we used the fact that 𝐿̃(𝑡) ≥ 𝐿̃(0)𝑒𝜇̂𝑡 > 0, ∀𝑡 ∈ [0, 𝑇

𝑚𝑎𝑥
).

Thanks to the logarithmic Sobolev inequality (16), it follows from
(79) that

𝜓
′′(𝑡) ≥ −

𝛿0𝜀

2
𝜓
′(𝑡) +

𝛿0 + 4
2

||𝑢
𝑡
||2
𝐻∗ +

𝛿0 − 4
2

||𝑢||22 +
𝛿0 − 4

2
(1 − 𝑘𝑎

2

2𝜋𝛾
)||𝑢||2

𝐻∗∗

+
(
𝛿0(𝑘 + 2) − 8

4
+
𝑛𝑘(𝛿0 − 4)

4
(1 + ln 𝑎) −

𝑘(𝛿0 − 4)
2

ln ||∇𝑢||22

)

||∇𝑢||22

− 2(𝑢, 𝑢
𝑡
).

By using Young’s inequality, we have

(𝑢, 𝑢
𝑡
) ≤

𝛿0 − 4
8

||𝑢||2
2 +

2
𝛿0 − 4

||𝑢
𝑡
||2

2

≤
𝛿0 − 4

8
||𝑢||2

2 +
2

𝛿0 − 4
||𝑢

𝑡
||2
𝐻∗ .
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Thus, from the above inequalities, we obtain the following:

𝜓
′′(𝑡) ≥ −

𝛿0𝜀

2
𝜓
′(𝑡) +

(
𝛿0 + 4

2
− 4
𝛿0 − 4

)

||𝑢
𝑡
||2
𝐻∗ +

𝛿0 − 4
4

||𝑢||2
2

+
𝛿0 − 4

2

(

1 − 𝑘𝑎
2

2𝜋𝛾

)

||𝑢||2
𝐻∗∗

+
(
𝛿0(𝑘 + 2) − 8

4
+
𝑛𝑘(𝛿0 − 4)

4
(1 + ln 𝑎)

−
𝑘(𝛿0 − 4)

2
ln ||∇𝑢||2

2

)

||∇𝑢||2
2.

(80)
At this point, if we choose 𝑎 =

√
2𝜋𝛾
𝑘
, 𝛿0 = 8, and since 1 ≤ 𝛼̃

𝑘
<

𝑒

(
1
2

) 𝑛𝑘

4 (c.f. Theorem 4), then (80) is as follows:

𝜓
′′(𝑡) ≥ −4𝜀𝜓 ′(𝑡) + 5||𝑢

𝑡
||2
𝐻∗ ,

and therefore,

𝜓(𝑡)𝜓 ′′(𝑡) ≥ −4𝜀𝜓(𝑡)𝜓 ′(𝑡) + 5||𝑢
𝑡
||2
𝐻∗𝜓(𝑡). (81)

On the other hand, by using the Cauchy–Schwarz and Young
inequalities, we have

(
𝜓
′(𝑡)

)2 = 4
(
(𝑢, 𝑢

𝑡
) + 𝛽(∇𝑢,∇𝑢

𝑡
)
)2

= 4
(
(𝑢, 𝑢

𝑡
)2 + 𝛽

2(∇𝑢,∇𝑢
𝑡
)2 + 2𝛽(𝑢, 𝑢

𝑡
)(∇𝑢,∇𝑢

𝑡
)
)

≤ 4
(
||𝑢||2

2||𝑢𝑡||
2
2 + 𝛽

2||∇𝑢||2
2||∇𝑢𝑡||

2
2

+ 2𝛽||𝑢||2||𝑢𝑡||2||∇𝑢||2||∇𝑢𝑡||2
)

≤ 4
(
||𝑢||2

2||𝑢𝑡||
2
2 + 𝛽

2||∇𝑢||2
2||∇𝑢𝑡||

2
2

+ 𝛽||𝑢||2
2||∇𝑢𝑡||

2
2 + 𝛽||𝑢

𝑡
||2

2||∇𝑢||
2
2
)

= 4
(
||𝑢||2

2(||𝑢𝑡||
2
2 + 𝛽||∇𝑢

𝑡
||2

2)

+ 𝛽||∇𝑢||2
2(||𝑢𝑡||

2
2 + 𝛽||∇𝑢

𝑡
||2

2)
)

= 4(||𝑢
𝑡
||2

2 + 𝛽||∇𝑢
𝑡
||2

2)(||𝑢||
2
2 + 𝛽||∇𝑢||2

2)

= 4||𝑢
𝑡
||2
𝐻∗ ||𝑢||

2
𝐻∗

= 4||𝑢
𝑡
||2
𝐻∗𝜓(𝑡).

(82)

Combining (81) and (82) yields

𝜓(𝑡)𝜓 ′′(𝑡) ≥ −4𝜀𝜓(𝑡)𝜓 ′(𝑡) + 5
4
(
𝜓
′(𝑡)

)2
. (83)

Now, if we choose 𝜀 sufficiently small such that (𝑢0, 𝑢1) +
𝛽(∇𝑢0,∇𝑢1) > 8𝜀||𝑢0||

2
𝐻∗ , then the hypotheses of Lemma 4 with

𝛼̃ = 5
4
, 𝛾̃ = 4𝜀 and 𝛽 = 0 are fulfilled, that is, 𝜓 ′(0) > 16𝜀𝜓(0),

and thus, there exists a finite time 𝑇 ∗ < 𝑇
𝑚𝑎𝑥

such that the solu-
tions blow-up at 𝑇 ∗, that is,

lim
𝑡→𝑇 ∗−

||𝑢||2
𝐻∗ = +∞,

with

𝑇
∗
<

2(||𝑢0||
2
2 + 𝛽||∇𝑢0||

2
2)

5

4
√

||𝑢0||
2
𝐻∗ ((𝑢0, 𝑢1) + 𝛽(∇𝑢0,∇𝑢1) − 8𝜀||𝑢0||

2
𝐻∗ )

.

◽

Now, at the end of this section, we shall derive a lower bound
for the blow-up time by modified differential inequalities when
blow-up occurs.

Theorem 6. Assume that the conditions of Theorem 5 hold.
Then the blow-up time 𝑇 ∗ has the following lower bound

∞

∫

𝜙(0)

𝑑𝑦

𝜉1𝑦
𝜇+1

2 + 𝑦 + 𝜉2

≤ 𝑇
∗
,

where 𝜉1, 𝜇, and 𝜉2 are positive constants that will be determined in
(87) and

𝜙(0) = 1
2
(
||𝑢1||

2
𝐻∗ + ||𝑢0||

2
𝐻∗∗ + ||∇𝑢0||

2
2 + 𝐸1 − 𝐸(0)

)
.

Proof. Define the following auxiliary functional

𝜙(𝑡) = 1
2
(
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ + ||∇𝑢||2
2 + 𝐺(𝑡)

)
, (84)

where 𝐺(𝑡) satisfies (66). First, we show that 𝜙(𝑡) is also blow-up
at 𝑇 ∗. To achieve this result, we prove that 𝜙(𝑡) ≥ 𝛿1𝐿̃(𝑡). Suppose
that 𝛿1 > 0 and from (65), we obtain

𝜙(𝑡) = 𝛿1𝐿̃(𝑡) − 𝛿1

⎛
⎜
⎜
⎝

𝐺(𝑡) + 𝜀
∫

Ω

𝑢𝑢
𝑡
𝑑𝑥

+ 𝜀𝛽
∫

Ω

∇𝑢∇𝑢
𝑡
𝑑𝑥 + 𝜀

2
||𝑢||2

2

⎞
⎟
⎟
⎠

+ 1
2
(
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ + ||∇𝑢||2
2 + 𝐺(𝑡)

)

= 𝛿1𝐿̃(𝑡) +
(1

2
− 𝛿1

)

𝐺(𝑡) −
𝜀𝛿1

2
||𝑢||2

2

− 𝜀𝛿1

⎛
⎜
⎜
⎝
∫

Ω

𝑢𝑢
𝑡
𝑑𝑥 + 𝛽

∫

Ω

∇𝑢∇𝑢
𝑡
𝑑𝑥

⎞
⎟
⎟
⎠

+ 1
2
(
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ + ||∇𝑢||2
2
)

≥ 𝛿1𝐿̃(𝑡) +
(1

2
− 𝛿1

)

𝐺(𝑡) − 𝜀𝛿1||𝑢||
2
2

− 𝜀𝛿1
(
||𝑢||2||𝑢𝑡||2 + 𝛽||∇𝑢||2||∇𝑢𝑡||2

)

+ 1
2
(
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ + ||∇𝑢||2
2
)

≥ 𝛿1𝐿̃(𝑡) +
(1

2
− 𝛿1

)

𝐺(𝑡) − 𝜀𝛿1||𝑢||
2
2

−
𝜀𝛿1

2
||𝑢

𝑡
||2

2 −
𝜀𝛿1𝛽

2
||∇𝑢||2

2

−
𝜀𝛿1𝛽

2
||∇𝑢

𝑡
||2

2 +
1
2
(
||𝑢

𝑡
||2
𝐻∗ + ||𝑢||2

𝐻∗∗ + ||∇𝑢||2
2
)

≥ 𝛿1𝐿̃(𝑡) +
(1

2
− 𝛿1

)

𝐺(𝑡) + 1
2
(1 − 𝜀𝛿1)||𝑢𝑡||2

𝐻∗

+
(1

2
− 𝜀𝛿1

)

||𝑢||2
𝐻∗∗

+ 1
2
(1 − 𝜀𝛿1𝛽)||∇𝑢||2

2.

(85)

12 of 14 Mathematical Methods in the Applied Sciences, 2025

 10991476, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

m
a.11067 by U

niversidad N
acional A

utonom
a D

e M
exico, W

iley O
nline L

ibrary on [10/06/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Let 𝛿1 < min
{

1
2
,

1
2𝜀
,

1
𝜀𝛽

}

, and since 𝐺(𝑡) > 𝐺(0) > 0, then we get
𝜙(𝑡) ≥ 𝛿1𝐿̃(𝑡), and by Theorem 4 part (i), we deduce that 𝜙(𝑡)
growth exponentially. By similar calculation, one can easily find
that there exists a constant 𝛿2 > 0 such that𝜙(𝑡) ≥ 𝛿2𝜓(𝑡) and thus
lim
𝑡→𝑇 ∗−

𝜙(𝑡) = +∞.

On the other hand, by using (21), we have

𝜙
′(𝑡) = 1

2
𝐸
′(𝑡) + 𝑘

∫

Ω

∇𝑢∇𝑢
𝑡
ln |∇𝑢|𝑑𝑥 ≤ 𝑘

∫

Ω

∇𝑢∇𝑢
𝑡
ln |∇𝑢|𝑑𝑥.

(86)
In order to estimate the integral term in the right-hand
side of (86), similar to (23), we let use the inequalities
|𝜙 ln𝜙|

|
|
|0<𝜙<1 ≤

1
𝑒
; 𝜙−𝜇 ln𝜙

|
|
|𝜙≥1

≤
1
𝑒𝜇

and Young’s inequality; we
obtain the following:

𝑘
∫

Ω

∇𝑢∇𝑢
𝑡
ln |∇𝑢|𝑑𝑥

≤ 𝑘

⎛
⎜
⎜
⎝

∫

{𝑥∈Ω;|∇𝑢|≥1}

∇𝑢∇𝑢
𝑡
ln |∇𝑢|𝑑𝑥 +

∫

{𝑥∈Ω;|∇𝑢|<1}

∇𝑢∇𝑢
𝑡
ln |∇𝑢|𝑑𝑥

⎞
⎟
⎟
⎠

≤
𝑘

𝑒𝜇 ∫

{𝑥∈Ω;|∇𝑢|≥1}

|∇𝑢|𝜇+1|∇𝑢
𝑡
|𝑑𝑥 + 𝑘

2𝑒 ∫

{𝑥∈Ω;|∇𝑢|<1}

|∇𝑢
𝑡
|𝑑𝑥

≤
𝑘

𝑒𝜇

|||∇𝑢|𝜇+1||2||∇𝑢𝑡||2 +
𝑘

√
|Ω|

2𝑒
||∇𝑢

𝑡
||2

≤
𝑘

𝑒𝜇

||∇𝑢
𝑡
||2

⎛
⎜
⎜
⎝
∫

Ω

|∇𝑢|2(𝜇+1)
𝑑𝑥

⎞
⎟
⎟
⎠

1
2

+ 𝛽

2
||∇𝑢

𝑡
||2

2 +
𝑘

2|Ω|

4𝛽𝑒2

≤ 𝛽||∇𝑢
𝑡
||2

2 +
𝑘

2

𝛽𝑒2𝜇2 ∫
Ω

|∇𝑢|2(𝜇+1)
𝑑𝑥 + 𝑘

2|Ω|

4𝛽𝑒2

≤ 𝛽||∇𝑢
𝑡
||2

2 +
𝑘

2
𝐶

2
2(𝜇+1)

𝛽𝑒2𝜇2 ||Δ𝑢||𝜇+1
2 + 𝑘

2|Ω|

4𝛽𝑒2

≤ ||𝑢
𝑡
||2
𝐻∗ +

𝑘
2
𝐶

2
2(𝜇+1)

𝛽𝑒2𝜇2𝛾
𝜇+1

2

(
||𝑢||2

𝐻∗∗

) 𝜇+1
2 + 𝑘

2|Ω|

4𝛽𝑒2

≤ 𝜙(𝑡) + 𝜉1(𝜙(𝑡))
𝜇+1

2 + 𝜉2,
(87)

where the embedding 𝐻2
0 (Ω) → 𝐿

2(𝜇+1)(Ω) with constant 𝐶2(𝜇+1)

has been used and also 𝜉1 =
𝑘

2
𝐶

2
2(𝜇+1)

𝛽𝑒2𝜇2𝛾
𝜇+1

2
and 𝜉2 =

𝑘
2|Ω|

4𝛽𝑒2 .

Integrating (87) over [0, 𝑡] yields

𝑡

∫
0

𝜙
′(𝑠)

𝜉1𝜙(𝑠)
𝜇+1

2 + 𝜙(𝑠) + 𝜉2

𝑑𝑠 ≤ 𝑡,

let 𝑡 → 𝑇
∗ and since lim

𝑡→𝑇 ∗−
𝜙(𝑡) = +∞, thus, for 𝑦 ∶= 𝜙(𝑠), we get

the following:

+∞

∫

𝜙(0)

1
𝜉1𝑦

𝜇+1
2 + 𝑦 + 𝜉2

𝑑𝑦 ≤ 𝑇
∗
, (88)

with 𝜙(0) = 1
2

(
||𝑢1||

2
𝐻∗ + ||𝑢0||

2
𝐻∗∗ + ||∇𝑢0||

2
2 + 𝐺(0)

)
. Therefore,

(88) provides a lower bound for the blow-up time, and proof of
Theorem 6 is completed. ◽
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