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This article delves into the challenges of aero-optics, specifically focusing on how thermal and density variations in fluid flow
around UAV-mounted cameras can disrupt imaging accuracy. Turbulent eddies created by the camera enclosure cause light
refraction, affecting camera positioning, trajectory, and image quality. To address these issues, this interdisciplinary study
explores the fusion of aerodynamics and optics, investigating diverse camera enclosure designs and key parameters. A
comprehensive analysis of the causes and consequences of aero-optic phenomena on imaging systems is presented. The
Gladstone-Dale equation is harnessed to infer the refractive index from density data, and the fourth-order Runge-Kutta
method is employed for ray tracing, uncovering light deviations. Our findings demonstrate a 71% reduction in optical
deviation due to exhaust cooling and strategic camera placement on UAVs, significantly improving imaging accuracy. This
work highlights the importance of considering aero-optic effects in the design and deployment of UAV camera systems for
optimal performance. Uncertainties resulting from mesh resolution, turbulence closure, and modeling assumptions were
reflected in the maximum local error between predicted and measured velocities, which was roughly +10%.
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1. Introduction airflows and light. This manifests in several ways, as seen
in Table 1:
Unmanned Aerial Vehicles (UAVs), commonly known as

drones, haVe revolutionized various ﬁelds, from aerial phO- ° Density variations: As hght traverses different environ-

tography and surveillance to delivery and precision agricul-
ture [1, 2]. Among their vital tools are imaging systems,
enabling crucial tasks like target identification and naviga-
tion [3]. However, the performance of these systems can be
significantly compromised by aero-optical effects, leading
to errors in targeting and potentially jeopardizing the entire
mission [4]. Understanding and mitigating these effects is
paramount for ensuring the safe and reliable operation of
high-speed aerial platforms [5].

1.1. Challenges and Sources of Error. While imaging systems
rely on sophisticated software and electronics, their accuracy
can be severely hampered by factors beyond purely technical
limitations. A key culprit is the complex interplay between

ments, including air-water interfaces and boundary
layers around the drone, its path deviates due to
changes in the refractive index [6, 7]. This phenome-
non, known as aero-optics, distorts the captured
images, compromising crucial information [8].

e Turbulence: High-speed airflows are often turbulent,
characterized by chaotic eddies and fluctuations in
density and temperature [11]. These turbulent cur-
rents distort and scatter light, further degrading image
quality and obscuring critical details [4].

e Flow structures: Specific flow structures around the
drone, such as those generated by turrets or engine
pods, create localized regions of intense aero-optical
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TABLE 1: Examples of aero-optical effects and their consequences.
Effect Consequence Example References
. . . Handler et al. [6], Peleg and

Density . . . Air-water interface-temperature

L Image blurring-refraction-defocusing . Moloney [7],
variations gradients

Shao et al. [8]

Turbulence Image jitter-loss of resolution-scattering Boundary layers-engine wakes Yang et al. [4], Lynch et al. [5]

Flow structures  Field of view blockage-localized distortion

Turret wakes—wingtip vortices

Tian et al. [9], Ren et al. [10]

distortion [10]. These areas can effectively blind the
imaging system, rendering parts of the field of view
unusable [9].

1.2. Existing Studies and Mitigation Strategies. Research into
aero-optics has intensified in recent years, spurred by the
increasing reliance on laser-based systems for various mili-
tary and civilian applications [10]. Numerous studies have
explored diverse approaches, as summarized in Table 2:

e The relationship between velocity fields and optical
distortion: Analyzing velocity structures provides
insights into the nature and location of aero-optical
effects [14]. Tools like the Reynolds analogy can fur-
ther predict boundary layer behavior and its impact
on imaging [11].

Adaptive optics (AO) technologies: AO systems utilize
deformable mirrors and wavefront sensors to actively
compensate for atmospheric and aero-optical distor-
tions in real time, significantly improving image qual-
ity [12, 13].

Numerical simulations and wind tunnel experiments:
Computational fluid dynamics (CFD) simulations
and wind tunnel tests are crucial for studying complex
flow structures and their interactions with light [4, 5].
These tools help optimize turret designs and develop
strategies for minimizing distortion [9].

1.3. Challenges and Opportunities. Despite significant prog-
ress, several challenges remain. Accurately modeling and
predicting complex 3D turbulent flows around drones poses
a significant hurdle [14]. Additionally, existing AO systems
may not be agile enough to handle the rapid fluctuations
in high-speed environments [15].

Overcoming these challenges presents exciting opportu-
nities for future research. Advances in machine learning and
artificial intelligence hold promise for real-time image resto-
ration and correction, effectively “seeing through” aero-
optical distortions [10]. Moreover, machine learning tech-
niques, such as neural networks and deep learning, could
provide more adaptive and scalable solutions for predicting
aero-optic effects under various operational conditions.
Additionally, advances in materials science and microelec-
tromechanical systems (MEMS) could pave the way for fas-
ter and more adaptable AO systems specifically tailored for
high-speed aerial applications [9]. Recent studies, including
the work by Ding et al., have demonstrated that machine
learning can effectively predict refraction and scattering of

light in turbulent aerodynamic environments, yielding accu-
rate results and significantly reducing computational costs.
The hybridization of CFD with data-driven models could
lead to the development of smarter, faster optical beam
tracking systems [16].

Zhang et al. in 2024 conducted an experimental and
numerical study of images seen by a supersonic optical
searcher for Mach 5. The seeker guidance performance was
also evaluated by analyzing optical wave distortions, image
variations, and other indicators. The results indicate that
aerodynamic heating effects can diminish the optical perfor-
mance of the system and lower the quality of recorded
images [17]. Yi et al. in [18] investigated the aeroptical
effects of cooling by film cooling in supersonic optical win-
dows. The aim of their work is to analyze challenges such
as the effect of aerodynamic heating and airflow turbulence
on the quality of light transmission and images at high
speeds. They showed that film cooling techniques can reduce
aerodynamic heating effects, but they create more complex
flows, leading to a decrease in image quality [18]. In 2024,
Li et al. proposed a comprehensive flow control method
including jet cooling, microvortex generators, and boundary
layer suction to reduce optical distortion in optical windows.
The results show that this method leads to a 14.7% reduction
in optical distortion at Mach Number 3 and a maximum
reduction of 20% at Mach Number 5, which helps to
improve the image quality in these devices [19].

The article systematically investigates aero-optical effects
on UAV-mounted cameras through six sections:

1. Introduction highlights the problem of aero-optical
distortions caused by turbulent airflow and thermal
variations around UAV cameras, which affect imag-
ing accuracy and mission success.

2. Governing Equations and Model Definition describes
the CFD models, turbulence modeling, boundary condi-
tions, mesh independence, and validation methods used
to simulate airflow and density fields near the camera.

3. Methodology details the optical modeling using the
Gladstone-Dale equation to link refractive index with
fluid density and the fourth-order Runge-Kutta
method for ray tracing light paths, including interpo-
lation and validation.

4. Numerical Simulation explores simulations of active
and passive control strategies such as hot/cold fluid
jets and geometric changes to study their impact on
flow behavior and optical distortions.
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TABLE 2: Mitigation strategies for aero-optical effects.

Strategy Approach

Advantages

Disadvantages References

Real-time correction of

Adapti tics (A . .

aptive optics (AO) wavefront distortions
Control of airflows

Flow management
8 around the drone

Advanced imaging
algorithms

Image restoration and
denoising postprocessing
Numerical simulations and
wind tunnel experiments

Understanding and
optimizing flow structures

High-fidelity image
restoration, fast response
Reduced distortion at
source, passive solutions
Software flexibility,
adaptability
Virtual testing of various
designs, cost-effective

Complex hardware-high ~ Gordeyev and Jumper
computational cost [12], Lynch et al. [13]
Yang et al. [4], Gordeyev
and Butler [14]
Gordeyev and Jumper
[12], Ren et al. [10]
Yang et al. [4], Lynch
et al. [5]

May require redesign
of components
Limited effectiveness
for severe distortions
Limited accuracy at
high speeds

5. Results and Discussion analyzes aerodynamic and
optical parameters, showing that specific design and
control measures can significantly reduce aero-
optical distortions.

6. Conclusion summarizes key findings, including a 71%
reduction in optical deviation achieved by exhaust
cooling and optimal camera placement, and provides
design recommendations to mitigate aero-optic effects
in UAV imaging.

2. Governing Equations and Model Definition

Three common solvers exist for calculating the density field
using the CFD method, which includes direct numerical
simulation (DNS), large eddy simulation (LES), and
Reynolds-averaged Navier-Stokes (RANS) equations [20,
21]. Based on the instantaneous governing equations, DNS
and LES provide instantaneous flow features that are com-
putationally more expensive than RANS. This study
employed the improved delayed detached eddy simulation
(IDDES) turbulence model to obtain flow field information
in an unstable state. Two reasons led to the selection of this
model. The first reason is that small eddies are independent
of geometry, and the second reason is that large data is
unnecessary in the remote areas of the camera. This means
that if the mesh elongation is high, the LES model switches
to the K-W-SST turbulence model, resulting in reduced
computational cost due to the lengthy mesh in the remote
areas of the camera. The study was carried out under specific
conditions of standard atmospheric temperature and pres-
sure. The study used a Mach number of 0.5. For this pur-
pose, the velocity profile downstream of the camera in the
isolated area was studied. Figure 1 indicates the boundary
conditions used for this simulation. Additionally, the study
confirms that the jet injection simulation was carried out
in a steady state, with ANSYS Fluent used for CFD simula-
tions and ray tracing conducted through MATLAB.

2.1. Boundary Condition. The geometry was considered sym-
metric from both the left and right sides; at the inlet, total tem-
perature and total pressure were chosen; and for the outlet, the
static condition was considered. The lower surface was
selected as a solid wall with a specified shear stress equal to
zero, and the upper surface was chosen as a solid wall with a
no-slip condition. In order to ensure the accuracy of the results

and mesh independence, the profile of the average velocity
downstream of the camera (bottom of the camera) was inves-
tigated for the number of inlets. The results of investigating the
independence of the mesh size are shown in Figure 2. Table 3
presents the sizes of the mesh utilized in the investigation of
mesh independence and validation.

2.2. Mesh Independence Study. Finally, in order to investigate
the independence of the computational domain, the dimen-
sions of the calculation domain were reduced by 20% and
increased by 20%. The independence of the lattice and geo-
metric dimensions was explored. Figure 2 is the comparison
of velocity profiles derived using three varying mesh resolu-
tions (fine, medium, and coarse). The figure shows the mesh
independence of the results as the velocity profiles approach
each other with the refinement of meshes. Figure 3 depicts
the effect of varying computational domain sizes (large,
medium, and small domains) on the velocity profile. The com-
parable proximity of the big domain and medium domain
curves verifies that the solution is independent of the size of
the domain, except that there are some fluctuations in the
smallest domain. Figure 4 is a comparison plot of numerical
solutions of various turbulence models to experimental data.
This figure serves as a verification of good simulations versus
experimental measurements agreement with the numerical
method. Figures 2, 3, and 4 illustrate the validation and inde-
pendence from the mesh and dimensions of the computing
domain. The calculation of the domain measured 1.1 m
upstream from the camera and 1.3m downstream, with a
0.7-m height and a 10-cm width domain on the upstream side.
To evaluate the independence of the mesh, domain dimen-
sions were chosen to be 20% greater and 20% less than those
of the main domain in the other two domains.

2.3. Fluid Jet Turbulence Model Validation. In addition, the
fluid jet turbulence model was validated using the experimen-
tal data of Aleyasin et al. [22] in two of the states. Figure 4 illus-
trates the results for different turbulence models.

2.4. Validation and Error Analysis. The computed velocity
profiles downstream of the camera were contrasted with
the experimental measurements published by Gordeyev
et al. [23] in order to verify the numerical accuracy of the
CFD simulations. Uncertainties resulting from mesh resolu-
tion, turbulence closure, and modeling assumptions were
reflected in the maximum local error between predicted
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FIGURE 1: Boundary conditions used in the current problem.
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FIGURE 2: Mesh independence study.

TABLE 3: The size of the grids generated for the mesh
independence study.

Size Number of elements
Coarse 6,114,185
Medium 7,330,169
Fine 8,834,979

and measured velocities, which was roughly +10%. Further-
more, by using a sufficiently small integration step size
(h=0.5mm), numerical errors in the ray tracing algorithm
were reduced, leading to a negligible relative tracing error
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FIGURe 3: Mesh independence study from computation cost
viewpoint.

on the order of 1077, Together, these uncertainty estimates
attest to the computational method’s dependability and
robustness in this investigation. Figure 5 demonstrates the
validation of the present numerical simulation with experi-
mental measurements reported by Gordeyev et al. [23].

3. Methodology

Figure 6 shows the schematic of the initial radiation emis-
sion position and direction, which is used to track the radi-
ation and extract the outcomes.
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FIGURE 4: Validation of the velocity profile on the center of the fluid jet.

Y/R

U/Uj¢

® Experimental data (Gordeyev et al.)
—— Present study

FIGURE 5: Numerical simulation validated with experimental data
of Gordeyev et al. [23].

Equation (1), known as the Gladstone-Dale equation,
establishes a connection between the refractive index (n) of
a material and its density (p). It allows for the calculation

of the refractive index field from a given current density
field.
Parameters are as follows:

e n: the refractive index of the material. It describes how
much light bends when it enters the material, with
higher values representing greater bending.

e Kqp: the Gladstone-Dale constant, a material-specific
proportionality constant that links density changes to
refractive index changes. It varies depending on the
material’s composition and structure.

e p: the density of the material, typically expressed in
kilograms per cubic meter (kg/m’). It represents the
mass of the material per unit volume:

n=1+Kgpp (1)

Equation (2), a fundamental tool for calculating light
deviation, describes how light rays bend when traversing a
medium with varying refractive index.

Parameters are as follows:
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FI1GURE 6: Boundary conditions for solving the Runge-Kutta equation (initial position and alignment).

e d/ds: the derivative with respect to the arc length (s)
along the path of the light ray. It measures how quan-
tities change as the ray travels through the medium.

e n(r): the refractive index of the medium at a given
position (rr). It captures the medium’s ability to bend
light, varying from point to point.

e dr/ds: the unit tangent vector to the light ray’s path,
indicating its direction.

e Vn (r): the gradient of the refractive index field, repre-
senting the direction and magnitude of its spatial
variation:

& (n0 ) =9t @)

Through the introduction of a novel variable ¢, defined
as the t = [ ds/dn, such that dt = ds/n, we achieve a simplifi-
cation of Equation (1) to Equation (3):

d*r
yrie nvn (3)

Equation (3) outlines a numerical technique for solving
differential equations, specifically employing the fourth-
order Runge-Kutta method. This method’s full expression
is detailed in Equation (4):

h
rlzr0+€(K1+2K2+2K3+K4)
h
T,=T,+ g(L1+2L2+2L3+L4)

Parameters are as follows:

o h: step size used in the numerical integration.
o 7, (X, Yo, Z,): initial position of the radiation.

o T, =n,Vn(r,): initial direction of propagation.

e K,,L,K,,L,,K;5,L;,K,, L,: the intermediate terms
used in the Runge-Kutta method are defined in Equa-
tions (5), (6), (7), and (8):

{Ky =Ty Ly =D(ro)} (5)
{K2=T0+ ngLZ:D<r0+ 2K1>} (6)
{K3=TO+§L2L3:D<r0+gKZ>} (7)

{Ky=To+hLs L, = D(ry + hK3) } (8)

When rays collide with a target point at varying angles to
the camera’s optical axis, the image position at the camera’s
center is fixed on an imaginary circle. The direction of light
emission is determined using the target point. With the initial
ray position and direction, the ray can be traced from one
location to the next, considering its unique characteristics.
This tracking process continues until the entire beam has been
traced. To perform this ray tracing method, the refractive
index and its gradient are required at every point within the
air and optical environment. However, CED calculations pro-
vide discrete refractive indices and gradients based on tetrahe-
dral grid vertices, as depicted in the left section of Figure 7. If
the ray’s position lies within a quadrilateral grid cell, such as
point (P) in Figure 7, or on its boundary, the inverse distance
interpolation algorithm is employed using a triangular mesh
to obtain the refractive index and gradient at that location.
First, a triangular mesh is constructed using the Delaney
method and initial mesh points. Next, the triangular grid con-
taining point P and its nearest nodes (marked in red) are iden-
tified within the mesh. The refractive indices at the three
vertices of this triangular grid are used for interpolation.

According to Figure 7 in Delaunay’s triangulation
method, the refractive index () at point P can be calculated
by the inverse distance-weighted average interpolation as
shown by Equation (9):

n=nQ, + N, + 1393 )

where the ¢, coefficients (i=1,2,3) can be calculated by
Equation (10):



Modelling and Simulation in Engineering

FIGURE 7: A schematic of how to interpolate the value of the
refractive index (n) using the vertices of the triangular grid
created by Delaunay’s triangulation method.

1/d;

ne (1/d1)+(1/d;)+(1/d3) (i=1,2,3) (10)

In Equation (10), d; (i=1,2, 3) is the distances between
point P(x, y) and Points 1, 2, and 3 of the triangular domain,
which are calculated by Equation (11):

di=\/(x-x)x+(y-y) (i=1.23) (11)

Parameters are as follows:

e d;: distance between point P and i point in triangle
grid.

e (x,): 2D coordinate of point P in triangle grid.
¢ (x;,¥;): 2D coordinate of point i in triangle grid.

The triangulation method can also be applied to calculate
the refractive index gradient at point P. However, because the
validation of the numerical ray tracing method is quite com-
plicated, mainly due to the lack of validated empirical data.
To investigate the validation of the proposed method, the
medium was considered with only radial distribution, which
is a solution that exists. The radial distribution of the refractive
index of the medium can be expressed by Equation (12):

n(x,y) = ny/1 — a2(x2 +y2) (12)
Parameters are as follows:
e n,: refractive index at initial ray position.
e «: radial distribution constant of the medium.

The corresponding Equation (12) can be expressed in
Equations (13) and (14):

S

0
X=X cos | -2

0
o
Yy =X, sin <L z)
Ly

Parameters are as follows:

(14)

S

® (xg,¥,): coordinates of incident ray position.
e Ly, py» qo: initial optical direction cosines.

With the initial condition, Equation (14) simplified into
Equation (15):

Py=0,X,= 20 ,Y,=0 (15)
44

Equation (16) expressed the relative error of ray tracing
method:

(16)

Parameters are as follows:

e r,: computational ray position obtained from ray trac-
ing method.

e r: actual ray position from Equation (14) at z
plane [23].

In order to verify the accuracy of the method, the refrac-
tive index parameter in Equation (12) assumed by n,=1.5
,a=0.01 [21]. The incident angle of ray was considered 0°
and 60°, thus the initial optical direction cosine calculated
from Equation (17). Also, the initial position in Equation
(18)

Po =1 sin 60°
qo ="y cos 0° cos 60° (17)
Ly =n, sin 60°

cos 60°

(24

Xo = Y9 =0,29=0 (18)

In order to investigate the independency of the ray trac-
ing step size (h), we utilized the same scope of step as previ-
ous research [21] was considered. The research indicate that
an error caused by the step size (h) is negligible when # is
equal to 0.5mm.

Figure 8 illustrates a comparison between the analytical
solution ray path and the path obtained by a numerical solu-
tion (ray tracing method) with a step size of h=2mm. The
computational curve of ray tracing by numerical simulation
corresponds accurately to the actual curve acquired from the
analytical solution. In this case, the relative tracing error is
1077, and the axial movement of the ray (z-direction) has
reached 10,000 mm.
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FiGure 8: Validation of ray tracing with analytical solution.
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FIGURE 9: Isometric view of the geometry created based on the experimental research of [12].

4. Numerical Simulation

This section explores and justifies the different types of
active and passive control methods employed for investigat-
ing fluid dynamics in relation to aero-optic effects, refractive
index, and its gradient. We explore the impact of several
parameters, including the following:

i. Hot wall effect simulates the heat flux from engine
exhaust in helicopters and airplanes.

ii. Hot and cold fluid jets mimic hot engine gases and
cooled exhaust of stealth aircraft engines, respec-
tively. These models utilize a valve positioned 12 cm
upstream of the camera with a length of 0.01 m and
a mass flow rate of 0.1kg/s. Inlet temperatures for
hot and cold jets are set at 600 and 298 K, respec-
tively [12].

iil. Geometrical effects investigate the influence of cam-
era and subsonic flow configurations. The initial
analysis establishes a baseline condition matching

FiGure 10: The grid used in flow computations.

the geometry used in experimental research. A
numerical simulation under these conditions repli-
cates the experimental setup, and the velocity profile
downstream of the camera is compared with the
actual data shown in Figures 9 and 10. Further
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Ficure 11: Optical ray deviation in flow fields with density and refractive index gradients.
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simulations then explore optical deviations under
various conditions:

e Camera geometry examines the influence of upstream
and downstream features, including roughness [23].

e Thermal flux models the engine wall’s heat output
affecting the exhaust flow [13].

e Hot jet and cooling fluid jet simulate exhaust gases and
cooled emissions, respectively, for a cool liquid jet
stealth drone [12].

¢ Hot wall mode models a hot surface 25 cm upstream of
the camera, 10cm long, emitting a thermal flux of
100 kW/m? [13].

Figure 11 illustrates the process by which an initial inci-
dent ray interacts with a flow field exhibiting both density
gradients (p) and refractive index gradients (Vn), resulting
in the deviation of the ray’s path. As depicted, the ray first
enters a region where variations in fluid density and refrac-
tive index alter its trajectory, a phenomenon critical in the
study of optical diagnostics for fluid dynamics. The altered
ray is then detected by an optical dome equipped with

advanced sensors, enabling precise measurement and analy-
sis of these deviations. This setup is essential for visualizing
and quantifying complex flow behaviors in experimental
and CFD research.

5. Results and Discussion

As previously established, an aerodynamic field surrounding
the camera is responsible for this phenomenon. We will there-
fore first delve into the nature of this aerodynamic field,
followed by an examination of the resulting optical aberra-
tions. Figure 12 depicts the y + parameter contour on the wall
surface. Notably, this variable maintains a value of approxi-
mately one across all wall sections, which is crucial for ensur-
ing accurate results when employing the k-w SST model.

Figure 13 presents the velocity measurements for various
simulated flow modes. Comparing the base mode (including
the camera) to the case with the camera appendage removed
upstream reveals a more uniform velocity field and a thinner
boundary layer. The hot wall mode upstream of the camera
shows an increased velocity in the isolated section. Remov-
ing the camera base creates a boundary separating the flow
further from the separation zone. The cold jet mode exhibits
a long separation zone encompassing the entire camera but
reduces the separation area’s thickness downstream. This
might be due to changes in the cold jet’s angle, its tendency
to reattach to the wall surface, and its interaction with the
isolated section. The hot jet creates a detached zone covering
the entire camera. Comparing hot and cold jet flows reveals
a significantly higher deviation angle for the cold jet fluid.
Notably, cold jet fluids exhibit a greater degree of mixing
with the mainstream flow, while unmixed hot jet fluid
remains in the upper camera regions. Finally, the velocity
magnitude within the separation zone of the hot jet is greater
than in other modes.

Figure 14 depicts the static pressure contours, revealing
distinct flow patterns across examined modes. While priori-
tizing static pressure uniformity, all test modes exhibit local
pressure dips near the camera appendage due to accelerated
flow across its curved surface. Notably, the hot wall condi-
tion upstream of the flow shows a pressure drop in the sep-
arated flow region, where the maximum pressure nearly
matches the baseline state. Interestingly, comparing hot
and cold jet conditions upstream discloses further insights.
The cold jet case exhibits increased static pressure within
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(a) Basic mode (b) Upstream geometry effect mode
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(e) Downstream geometry effect mode (f) Hot fluid jet mode

F1GURE 13: Comparison of contour of velocity in different modes.
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FIGURE 14: Comparison of contour of static pressure in different modes.
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(a) Basic mode (b) Upstream geometry effect mode
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302 301
300 300
(c) Upstream hot wall mode (d) Downstream geometry effect mode
Temperature (K) Temperature (K)
304 E—— 560
540
302 520
500
300 480
460
298
440
42
296 0
400
294 380
360
292 340
320
290 300

(e) Cold fluid jet mode (f) Hot fluid jet mode

FiGgure 15: Comparison of contour of static temperature in different modes.
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e
(e) Cold fluid jet mode
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(f) Hot fluid jet mode

FiGure 16: Comparison of streamlines in different modes.

the separated flow area, with the minimum pressure now sit-
uated upstream of the camera, unlike other test modes. In
contrast, the hot jet test displays a static pressure distribu-
tion closely resembling the base mode.

Figure 15 shows the static temperature profiles for vari-
ous test modes. Among them, only the hot jet state exhibits
the maximum static pressure gradient around the camera.

Interestingly, in all modes except those involving jet fluids,
the static temperature within the boundary layer and the iso-
lated current section exceeds that of the current’s outstream.
Further analysis reveals that the hot wall jet upstream has
minimal influence on the substantial change in static tem-
perature distribution within the dissolved field. In contrast,
the cold jet fluid effectively lowers the temperature in both
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Density (kg/m°)

1.1

1.09

1.08

1.07

1.06

1.05

(a) Basic mode

Density (kg/m?)

1.1

1.09

1.08

1.07

1.06

1.05

(b) Upstream geometry effect mode

FiGgure 17: Continued.
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Density (kg/m°)

1.1

1.09

1.08

1.07

1.06

1.05

(c) Upstream hot wall mode

Density (kg/m?)

B

— 1.09

1.08

1.07

1.06

1.05

(d) Downstream geometry effect mode

Figure 17: Continued.
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Density (kg/m°)
1.1

1.05

0.95
0.9
0.85
0.8
0.75
0.7

0.65

0.6
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(e) Cold fluid jet mode

Density (kg/m?)

1.05

1.03

1.01

0.99

0.97

0.95

(f) Hot fluid jet mode

F1GURE 17: Comparison of contour of Q parameters color-coded based on the density value in flow field in different modes.

the boundary layer and the separated sections. Conversely,
the hot fluid jet increases the temperature in these areas,
but its core remains stable farther from the jet inlet, creating
a significant temperature gradient with the boundary layer
flow.

Figure 16 depicts streamlines for various test modes.
Comparison of the upstream camera removal mode with
its base state reveals nearly identical separation zones and
overall vortex formation patterns. In the double hole dele-
tion mode, slight geometric variations in the separation
region lead to a slightly different vortex shape. The cold jet
mode produces two distinct vortices, located upstream and
downstream of the camera, respectively. The vortex size
below the camera is smaller in this mode compared to other
tested modes. Finally, the hot jet test mode exhibits the larg-

est vortex, which also extends to the highest height above the
camera base.

Figure 17 shows the Q parameters color-coded based on
the density value. It can be observed that the lowest density
gradient is related to the downstream camera insertion
removal mode test, whereas the maximum density gradient
is associated with the hot jet flow.

Modeling the hot wall mode upstream reveals a signifi-
cant decrease in density within the isolated region compared
to other nonjet fluid modes. Notably, the Q parameter distri-
bution suggests that the downstream separation area is min-
imized in cold jet mode, while hot jet mode exhibits a higher
concentration of spacers. Table 4 summarizes the optical
deviations and errors measured around the camera during
tests of different modes. Consistent with the current field
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TABLE 4: Angle deviation and vision error caused by angle
deviation.
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TABLE 5: Design checklist for UAV optical systems to minimize
aero-optic effects.

Case Deﬂecti?n Position error for 1-km
angle () distance

Base case le-03 0.009424

Smooth upwind 6e — 04 0.005222

fg‘e‘:r’;h down le - 04 8e - 04

Hot jet le—-04 0.16

Cold jet 4e-03 0.036

Heat flux upwind 3e-03 0.03

analysis, the hot jet state test showcases the largest optical
deviation. Conversely, the downstream camera bezel
removal mode demonstrates the minimal deviation. Com-
pared to the baseline, eliminating the upstream bumps and
the bezel below the camera reduces optical deviations by
44.58% and 71.54%, respectively.

6. Conclusion and Further Research
6.1. Conclusion
e A 71% reduction in optical deviation was achieved

with proper camera placement and the use of exhaust
cooling.

The rate of light refraction and vision error is not sig-
nificant at Mach 0.5. Nevertheless, the value of this
error is predictable and can be utilized to adjust the
target position.

Besides the Mach number, several other factors could
impact light refraction and potential deviations.

e The engine’s hot exhaust was simulated as an
upstream hot jet flowing over the camera, significantly
heightening any optical deviations and emphasizing
the critical need to design the exhaust system to avoid
any flow over the optical apparatus.

The exhaust in bomber drones is cooled before reach-
ing ambient temperature. The cooled exhaust gas was
modeled as a jet-cooled fluid. Jet-cooled fluid around
optical systems can cause optical deviations that are
detectable with sufficient precision.

The intensity of optical deflection can be reduced to a
visible value if the exhaust output from the engine is
cooled before passing over the optical system.

By removing the upstream camera bump, the optical
deviation can be reduced by 44.58%.

Based on the obtained results, it is better not to position
the camera in drone parts that are prone to flow sepa-
ration. For instance, positioning the camera in the ini-
tial parts is better than the end parts of the drone. This

Design principle Explanation/recommended action

Mount the camera in regions with
smooth, attached airflow to reduce
turbulence and optical distortion.

Avoid installation in
flow separation areas

Ensure the camera enclosure is flush
with the UAV body; avoid any external
bumps or projections to minimize light

deviation.

Eliminate protrusions

Cool the hot exhaust before it passes
near the camera to reduce density and
refractive index variations.

Cool engine exhaust
gases

is because the end parts have a much higher thickness
due to the growth of the boundary layer.

e As the projections and other geometric parts of the
camera become more level with the body, the harmful
effects of air-optical phenomena decrease.

e The hot effects of the body next to the engine were also
modeled using a fixed flux wall. While the temperature
increases in the vicinity of this wall, the effects will be
significantly lower in the nearby parts of the camera.
Installing optical systems near these parts may lead
to significant optical deviations, so it is advisable to
avoid doing so.

¢ As previously demonstrated, the parameters that affect
this phenomenon include heat, secondary flow, and
flight speed.

e A checKlist of significant design rules for future UAV
cam systems: Do not install the enclosure in the
flow-separation areas, prefer the configuration with
no protrusions, and utilize thermal exhaustion cooling.

To facilitate practical implementation of our findings, a
concise design checklist has been developed (Table 5). This
checklist summarizes the key considerations for minimizing
aero-optic effects on UAV-mounted cameras. By following
these principles avoiding flow separation zones, eliminating
protrusions, cooling exhaust gases, optimizing camera place-
ment, avoiding hot surfaces, and maintaining smooth body
surfaces engineers can significantly reduce optical deviations
and improve imaging accuracy in UAV systems.

6.2. Further Research

i. A detailed study in the supersonic and hypersonic
regimes (Mach > 1), where compressibility, shock
waves, and aerodynamic heating play supervisory
roles in what controls the aero-optical effects, must
be considered as a future dimension.

ii. One of the areas promising future work is the applica-
tion of artificial intelligence, such as machine learning,
in prediction of density gradients, refractive index gra-
dients, and real-time correction of distortion.
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Nomenclature

Va(r)

ro(Xo» Yo, Zo)
@, coeflicients
(i=1,2,3)
(x> 7;)

(24

—

fo%)
z

=<

GD

SRS

T,
Ny
d (i=1,2,3)

Ly, po> 9o

refractive index

density of fluid flow [kg/m®]

the gradient of the refractive index
field

initial position of the radiation
inverse distance-weighted average

2D coordinate of point i in triangle
grid [m]

radial distribution constant of the
medium

coordinates of incident ray position
actual ray position at z plane

velocity magnitude of fluid flow [m/s]
static temperature of fluid flow [K]
Gladstone-Dale constant [m3/kg]
step size used in the numerical
integration

initial direction of propagation
refractive index at initial ray position
distance between point P and i point
in triangle grid [m]

initial optical direction cosines
computational ray position obtained
from ray tracing method

parameter related to mesh domain on
the wall surface in CFD method
static pressure of fluid flow [kPa]
parameter color-coded based on the
density value
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