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ABSTRACT

Software-Defined Networking (SDN) and fog computing are pivotal in supporting computationally intensive
tasks within Internet of Things (IoT) applications, enhancing efficiency and reliability. However, many IoT
applications are constrained by communication paths prone to link failures, necessitating robust fault tolerance
techniques to ensure reliable traffic flow. In particular, real-time IoT applications demand stringent reliability
and bandwidth requirements (constraints), which are challenging to meet simultaneously. Although previous
research has investigated SDN-based routing to improve reliability, developing a routing algorithm that
satisfies both reliability and bandwidth constraints remains an NP-hard problem. In this paper, we propose
two novel routing algorithms: Reliability Aware Bandwidth constrained Routing (RABR) and Reliability and
Bandwidth Constrained Routing (RBCR), specifically designed for SDN-enabled environments. Our approach
prioritizes service reliability while meeting strict reliability and bandwidth criteria. The proposed solution
integrates several phases, including reliability aware and bandwidth constrained path routing and flow
duplication through parallel/hybrid and sequential routing methods. Furthermore, we introduce a greedy
heuristic algorithm, implemented by the SDN controller with an efficient time complexity. Simulation results
demonstrate that our algorithm surpasses state-of-the-art approaches in critical metrics such as reliability,
reliability-bandwidth success rate, and Runtime. As such, our solution emerges as a robust choice for
SDN-enabled IoT environments.

1. Introduction

The Internet of Things (IoT) has witnessed rapid growth, with
billions of interconnected devices generating massive amounts of data.
This surge in network traffic has led to congestion and decreased
Quality of Service (QoS), particularly for real-time IoT applications
that demand high reliability and low latency [1]. To mitigate these
issues, fog computing has emerged as a powerful complement to IoT,
offering enhanced computational capabilities, reduced latency, and
more effective traffic management [2,3]. Real-time applications such as
tactile internet and autonomous vehicles further demand ultra-reliable
and low-latency communication [4], placing even greater strain on
traditional network infrastructures, which often struggle with high
latency and congestion.

Software-Defined Networking (SDN) architectures present a promis-
ing solution for managing these performance demands in highly dy-
namic environments [5]. However, one critical issue persists: the re-
silience of SDN-based networks to link failures, which occur more
frequently than router or switch failures and significantly degrade
performance [6]. In large-scale networks, link failures lead to frequent
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disruptions in IoT data flows, impacting the reliability of applications
that require consistent and timely data transmission [7].

IoT devices generate massive amounts of data traffic, leading to
severe network congestion, which can amplify the risk of failures. This
growing problem has the potential to paralyze overall network activity.
Moreover, Networks operating in harsh or resource-constrained condi-
tions are particularly susceptible to frequent faults due to factors such
as limited fault-tolerance mechanisms, high traffic loads, and physical
infrastructure limitations in large-scale networks. Studies have reported
that, in certain scenarios, links may fail as frequently as every thirty
minutes [8,9], severely impacting the quality of supported services.

Hence, a fast recovery fault tolerance technique is essential for
rerouting affected traffic flows swiftly and maintaining high reliability
in real-time applications [10]. Current recovery approaches, such as
reactive and proactive schemes, are either too slow or impractical
for large-scale deployments [6]. Reactive methods involve recalcu-
lating paths post-failure, leading to delays, while proactive methods,
though faster, are costly in terms of switch storage and computational
power [11,12].
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Existing SDN-based fog computing traffic engineering solutions
prioritize QoS parameters like delay and throughput but overlook link
reliability, despite its necessity for applications requiring >99.999%
(“five-nines”) reliability, such as telemedicine and autonomous vehi-
cles [13-15]. Current approaches falter in congested or failure-prone
networks [16,17]. Reliability needs vary by application criticality,
user expectations, and SLAs: mission-critical systems (e.g., healthcare)
demand five-nines reliability, while non-critical applications toler-
ate 95%-99%. These thresholds align with standards like IEC 62304
(medical devices) [18], FAA regulations (aviation), and ITU-T recom-
mendations, which balance technical feasibility and industry needs. For
instance, the U.S. Department of Energy enforces 99.99% reliability for
smart grid AMI networks [19].

In addition, existing methods [16,17,20], which concentrate exclu-
sively on link reliability metrics, may fall short in scenarios where
individual flows demand exceptionally high reliability. Such constraints
may not be met by a single path, even if it is considered the most
reliable. Consequently, these approaches frequently fail to meet the
comprehensive reliability requirement of real-time IoT applications in
SDN-based fog computing environments.

Flow duplication is an effective way to increase the reliability of
flow, however, it has a few challenges. For example, finding suitable
path sets to duplicate flow through them is challenging due to the
calculation of the reliability of hybrid path sets with shared and it is
inadequately addressed in prior research which is going to be addressed
in this paper.

Considering bandwidth constraints alongside reliability is essential
for IoT applications, as it addresses both resource limitations and the
time-sensitive nature of these systems.

To address these critical gaps, we propose the Reliability and
Bandwidth Constrained Routing (RBCR) algorithm and its extension,
Reliability-Aware Bandwidth Constrained Routing (RABR). RBCR si-
multaneously considers both reliability and bandwidth constraints by
employing parallel, hybrid, and sequential routing methods, thereby
improving flow reliability and maintaining uninterrupted service for
critical IoT applications. In contrast, RABR prioritizes reliable routing
while meeting strict bandwidth constraints.

Although energy efficiency and time constraints are not explic-
itly addressed in this work, the proposed algorithms inherently con-
tribute to both aspects through reliable path selection and efficient
flow management. By prioritizing reliability, the approach minimizes
link failures and retransmissions, reducing energy overhead and en-
suring continuous data flow even in unreliable network conditions.
Additionally, efficient bandwidth management guarantees sufficient
resources for IoT traffic, further lowering energy consumption and
mitigating delays caused by congestion or insufficient capacity. These
optimizations collectively enhance network performance, reduce end-
to-end latency, and support the timing requirements of time-sensitive
IoT applications.

RBCR algorithm proactively distributes network flows along the
most reliable paths, utilizing flow duplication to further enhance re-
liability in real-time (time-sensitive) IoT environments. Additionally,
we introduce the Sum of Disjoint Products (SDP) method, a novel
technique for precisely calculating reliability across hybrid path sets,
which is a feature of RBCR.

The SDP technique is a robust and efficient approach for calculat-
ing system reliability, overcoming the limitations of traditional meth-
ods such as state enumeration, graph transformation, the Inclusion-
Exclusion (I-E) principle, the decomposition method and binary de-
cision diagrams [21]. SDP offers superior numerical stability and ac-
curacy, making it particularly well-suited for medium to large-scale
systems. By preventing overcounting and effectively managing overlap-
ping paths and dependencies, SDP ensures precise reliability evaluation
while maintaining computational efficiency.

Both RBCR and RABR are tailored for real-time IoT environments,
such as smart cities and healthcare, where high reliability and low la-
tency are critical. By mitigating link failure effects, our approach meets
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the stringent constraints of these applications, providing a comprehen-
sive solution for maintaining network resilience and performance.

While both algorithms aim to optimize reliability and bandwidth,
they differ significantly in their approach, computational complex-
ity, and practical applicability. RABR selects the single most reliable
path that meets the bandwidth constraints for a given flow. Its low
computational complexity makes it well-suited for environments with
moderate reliability requirements and limited computational resources,
as it evaluates individual paths without considering path combinations
or duplication. In contrast, RBCR employs a more advanced strategy
that integrates both parallel/hybrid and sequential routing methods.
By utilizing the SDP method, it calculates the combined reliability of
multiple paths, ensuring stringent reliability and bandwidth require-
ments are met even in the presence of failures or congestion. However,
this enhanced fault tolerance comes at the cost of higher computational
complexity compared to RABR. Given its robustness, RBCR is designed
for mission-critical IoT applications such as healthcare, smart grids, and
autonomous systems, where reliability is paramount and failure is not
an option.

To the best of our knowledge, this is the first work to address
both reliability and bandwidth constraints in real-time IoT applications
within SDN-based fog computing environments.

The key contributions of this paper are as follows:

» Two routing algorithms are proposed: (1) RBCS, which considers
reliability and bandwidth constraints simultaneously, and (2)
RABR, which is a reliability-aware bandwidth constraint.
Integrating parallel/hybrid and sequential routing methods en-
hances flow reliability and ensures continuous service for real-
time IoT applications.

Novel application of the Sum of Disjoint Product (SDP) method
for precise reliability calculations in hybrid path sets with shared
links.

Development of a time-efficient heuristic for path identification
for the proposed algorithms that significantly reduce the time
complexity.

Comprehensive performance evaluation demonstrating the supe-
rior ability of the proposed algorithms to meet the stringent
reliability and bandwidth constraints of real-time IoT applica-
tions.

The remainder of the paper is organized as follows: Section 2
reviews existing literature, distinguishing our work from previous re-
search to highlight the novelty of our contributions. Section 3 presents
the network model and precisely defines the problem we aim to ad-
dress. The proposed RBCR and RABR algorithms are presented in
Section 4. The experimental results and simulations are illustrated in
Section 5. Finally, we conclude the paper by summarizing our findings
and discussing potential avenues for future research in Section 6.

2. Related works

Network performance is often compromised by node and link fail-
ures. While various recovery methods have been proposed for link
failures in SDN, the issue remains particularly challenging in SDN-
based fog computing for IoT applications [22]. A key challenge in
traffic engineering is effectively responding to underlying link or node
failures.

Recovery methods generally fall into two categories: reactive and
proactive approaches. Reactive approaches involve the controller in-
stalling backup paths for affected flows upon detecting a failure. For
instance, Wang et al. [23] developed a two-stage SDN algorithm for
rapid link failure recovery, meeting QoS standards but potentially
incurring delays due to controller intervention. Conversely, proactive
approaches deploy backup paths in advance to preempt link failures.
Yang et al. [24] proposed a proactive approach for hybrid SDN net-
works, utilizing pre-configured IP tunnels to swiftly redirect traffic and
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Table 1

Comparison of existing literature and our proposed approach.
Study SDN Reliability Bandwidth Reliability Handling Flow FC

constraint constraint link failures duplication

[7,22-25] Yes Recovery-based methods No No Post-failure No No
[26] Yes High-risk links No No Post-failure No No
[27] Yes Multipath No No Post-failure No No
[28] Yes Link reliability-based backup paths No No Post-failure No No
[29] Yes No No No Congestion-focused No Yes
[30,31] Yes No No No Delay-focused No Yes
[17,20] Yes Link reliability prediction (k-NN) Yes No Proactive fault tolerance No Yes
[16] Yes Max-Min path reliability Yes No Proactive fault tolerance No Yes
[32] No Product of link reliabilities Yes No Proactive fault tolerance No No
Our work Yes Product + SDP Yes Yes Proactive fault tolerance Yes (P/H + Seq) Yes

coordinate multiple backup paths. Similarly, P4Resilience, designed
for SDN with P4 switches, employs packet header encapsulation to
efficiently store backup path information and prevent loops during
multi-link failures [7].

With the proliferation of IoT applications, there is an increased
demand for reliable communication solutions that meet diverse con-
straints. Thorat et al. [25] addressed IoT network reliability in SDN by
using VLAN-enabled flow labeling to aggregate flow rules, conserving
switch memory in large-scale deployments. Similarly, in [22], an SDN-
based system is proposed to maintain QoS during link failures in smart
city networks by rerouting traffic through alternative paths. However,
they did not consider the link failure state when computing alternative
paths for disrupted flows.

Seddiqi et al. [26] proposed an SDN link failure management ap-
proach that preemptively deploys backup paths by identifying high-risk
links. Another method, MPResiSDN [27], introduces a multipath rout-
ing scheme to ensure uninterrupted data transmission even during
path failures. However, these approaches do not incorporate proactive
parallel/hybrid or sequential flow duplication, nor do they consider
both reliability and bandwidth constraints—key goals of this paper (see
Table 1).

In IoT networks, link failures can severely degrade service perfor-
mance, particularly for applications that generate high traffic volumes.
Establishing reliable paths with low failure probabilities is crucial to
managing such traffic efficiently. Raza et al. [28] proposed a method
for calculating link reliability and installing minimal flow rules for
backup paths based on the reliability of the primary path. Although this
method improves network reliability by using multiple backup paths,
it does not simultaneously consider both reliability and bandwidth, a
gap that our paper addresses.

Most existing methods focus on rerouting affected flows post-failure
without considering link reliability during initial path selection. For
real-time IoT applications that require highly reliable communication,
network operators must prioritize both reliability and bandwidth—an
issue this paper directly tackles.

Recent studies have investigated the integration of SDN and fog
computing to enhance performance in real-time IoT applications. In
[29], a routing protocol is proposed to optimize data transmission
in IoT networks by leveraging mobile edge computing. This protocol
focuses on improving energy efficiency while mitigating network con-
gestion in IoT environments. Similarly, [30,31]introduce the Fog Node
Placement Problem (FNPP), which seeks to minimize latency between
hosts and fog nodes. However, these approaches do not incorporate
reliability or bandwidth constraints in their routing strategies, limit-
ing their effectiveness in ensuring stable and high-performance data
transmission. In [17,20], methods using the k-nearest neighbor algo-
rithm were proposed to predict link reliability in SDN-enabled IoT-fog
architectures. However, due to the dynamic nature of [oT applications,
frequent link failures can still degrade network reliability. Address-
ing this issue requires adaptive solutions that respond to fluctuating
network conditions, which is a core focus of our proposed work.

In [16], a reliable flow distribution method for SDN-enabled fog
computing in smart cities was introduced, focusing on maximizing the

minimum link reliability across all links. However, approaches that rely
solely on the minimum link reliability, as seen in [16,17,20], often
lack the precision needed in more complex networks. Alternatively,
calculating path reliability as the product of individual link reliabilities,
as suggested in [32], can yield more accurate reliability measures, par-
ticularly in diverse network topologies. This serial reliability approach,
employed in our work, offers a more adaptable and comprehensive
measure for dynamic environments.

A common limitation across most of these studies [16,17,20] is
their failure to account for the specific reliability constraint of real-
time IoT applications. Selecting paths based solely on link reliability
metrics may fall short in scenarios where exceptionally high reliability
is required for individual flows—constraints that may not be met by a
single path, even if it is the most reliable. Our paper addresses this gap
by considering both reliability and bandwidth in real-time IoT scenarios
within SDN-based fog computing environments.

Moreover, calculating the reliability of hybrid path sets with shared
links presents a significant challenge that has been inadequately ad-
dressed in previous research. To address this, we employ the Sum
of Disjoint Product (SDP) method, which allows for more accurate
reliability calculations in hybrid path sets—an additional contribution
of this paper.

Our work further introduces a novel methodology that integrates
parallel/hybrid and sequential routing with flow duplication, signif-
icantly improving network resilience. Therefore, we propose two al-
gorithms: Reliability and Bandwidth-Constrained Routing (RBCR) and
an extension of it, Reliability-Aware Bandwidth-Constrained Routing
(RABR). These algorithms are designed to meet the stringent reliabil-
ity and bandwidth constraints of real-time IoT applications, ensuring
effective performance under diverse network conditions. By proac-
tively addressing potential network disruptions and optimizing resource
allocation, our approach provides a robust foundation for the next
generation of IoT services in fog computing environments.

3. Network model and problem statement

In an IoT fog network, the fog servers continuously receive traffic
from IoT end nodes. The SDN controller is responsible for choosing a
reliable path set for a certain flow while considering the reliability and
bandwidth constraint. Let F = {f}, f,, f3,..., f,} represent the set of
flows used in the network. Each IoT flow f; € F is represented by a
triple (6;,n;, B;), where 6; denotes the IoT device acting as the source of
a specific flow, 5; denotes the fog server acting as the destination of the
flow, and g; > 0 represents the bandwidth constraint of the flow.

To facilitate the routing of these flows, the network topology is
represented as a directed graph G = (S, L), where S represents the
collection of all SDN-based switches and fog servers and L represents
the collection of links connecting them. Each link e € L has a capacity
of {(e) > 0 bytes/sec and a reliability value of R,(r) at time period 7. The
link reliability R, is calculated for each link that is defined in Eq. (1),
where 4 is the failure rate of the link.

R,(t) = exp(—4t) (€]
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The failure rate A represents the probability that the link will fail
over a specific time period. It is defined in Eq. (2) where LNF, is the
total number of link failures over the observation time period T.
LNF,

T

A= 2

The SDN controller generates a list of paths for each flow f; € F
defined in Eq. (3). At each time 7, the reliability of each path R, in the
network is defined in Eq. (4).

Afi={p}ivp3€i7""pnf’} (3)
R0 =[] R @
eEep

The reliability constraint of network service f; is indicated between
a range of zero to one (i.e., I’ Y, €10, 1]). This reliability constraint (I)
represents the minimum acceptable level of reliability for the network
service f;.

3.1. Problem statement of the proposed algorithms

In this subsection, we present the problem statement of the proposed
algorithm, which considers both reliability and bandwidth constraints.
For each flow (f;), we select a forwarding path set from all available
paths (A;,) between the source-destination pair, taking into account
the reliability Iy) and bandwidth (;) constraints of the flow f;.

We use path set reliability to evaluate the selected path set for each
flow, ensuring it meets or exceeds a user-defined reliability constraint.
Additionally, we also consider bandwidth constraints to guarantee that
the paths can support the required flow capacity without causing
network bottlenecks. The optimization problem is defined in Egs. (5)-
(9). Our objective, defined in Eq. (5), is to maximize the reliability
value of flow f;, subject to the constraints defined in Egs. (6)-(9). The
RABR algorithm focuses solely on bandwidth constraints (i.e., removing
the reliability constraint in Eq. (7)).

Maximize R 5@, Vfi€F (5)

Subject to: {(e) >0, VeelL (6)

R,O=Y| Y X, .R,|>T;, Vf€F @
PEAS;

Y 5@B <Ce), Veel ®)

fi€F

6fi(e)’Xf1 e {0,1}, VeeL,VpeAfi,Vf,-eF 9

Eq. (6) ensures that the residual capacity of link e is non-negative.
Eq. (7) guarantees that the flow reliability meets or exceeds the reli-
ability threshold, as Y defines reliability based on the selected path
set X.R, and its corresponding reliability. Eq. (8) ensures that the
aggregate bandw1dth used by all flows sharing a link does not exceed
the link’s capacity. Finally, Eq. (9) defines binary variables: & 7, (),
which indicates whether link e is selected to route flow f;, and X o
determining if path p is chosen for flow f;.

Table 2 shows some of the frequently used notations in this paper.

4. Proposed algorithms

In this section, we elaborate on the proposed RBCR and RABR
algorithms. First, we formulate the flow reliability constraint as an
input constraint for the algorithm. Next, we incorporate bandwidth
constraints to account for both reliability and bandwidth constraints
simultaneously. To further reduce the time complexity of the proposed
algorithm, we propose a greedy heuristic approach that allows the
algorithm to operate in polynomial time. Fig. 1 illustrates the proposed
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Fig. 1. The proposed system architecture.

Table 2
Frequently used notations.
Symbol Description
fi Flow in the network
Ay Set of paths for flow f;
B, Bandwidth constraint of flow f;
I, Reliability constraint of flow f;
&(e) Bandwidth capacity of link e
LNF, Number of link failure
R, (1) Reliability of a link
R, Reliability of a path
R’f”(t) Reliability in parallel flow duplication
R;’ ) Reliability in hybrid flow duplication
Ri (1) Reliability in sequential flow duplication
N, The number of sequential duplicated flows

system architecture based on SDN. In this architecture, IoT applica-
tion requests are transmitted to the SDN controller through an SDN
switch infrastructure. The RBCR and RABR modules, along with other
controller modules, are responsible for determining the optimal path
set that satisfies the users’ constraints. Once the optimal path set is
identified, it is applied to the SDN switches to route the traffic to its
destination, which in this study is a fog server.

First, we address the challenges of ensuring reliable flow trans-
mission through the network while meeting the specified reliability
constraints. The proposed RBCR algorithm consists of three phases
to achieve this: (1) reliability aware and bandwidth-constrained path
routing (RABR algorithm), (2) duplication methods using parallel or
hybrid routing, and (3) sequential routing with flow duplication. In
the following subsections, we will discuss each phase of the proposed
algorithm in detail. Fig. 2 provides an overview of the algorithm.

4.1. Phase 1: Reliability aware and bandwidth constrained path routing

In this phase, the proposed algorithm involves the selection of the
optimal path for each flow, considering the reliability of each link in the
network. When the controller receives a request from the data plane to
calculate a reliable path set for each flow f;, it computes the reliability
of candidate path sets C;, from the source device §; to the fog server
n; in a time ¢, using Eq. (4). Subsequently, the controller selects the
most reliable path for the specific flow, as defined in Eq. (10). Later, in
Section 4.5, we propose a pathfinder algorithm that returns the k-most
reliable path sets that satisfy the bandwidth requirement to calculate
candidate paths. The reason is to reduce the time complexity of the
proposed algorithm.

R.()= fmax (R,) 10)
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Fig. 2. Illustration of the proposed algorithm.

To ensure that the reliability constraint of flow f; is met, it is essen-
tial that the reliability value of the optimal path is sufficient to meet
the specified reliability constraint (i.e., R O =T f,-)' Otherwise, the
proposed duplication methods presented in the following are adopted.

4.2. Phase 2: Parallel/hybrid routing with flow duplication

It is possible that the initially selected most reliable path for flow
f; does not meet the strict reliability constraint. In such cases, a set
of additional paths is selected to duplicate the flow, aiming to fulfill
the reliability constraint. To select parallel or hybrid paths for flow
fi,» the algorithm first sorts all candidate paths in descending order
of their reliability values, excluding the most reliable path (selected
in phase 1). Starting with the path of lowest reliability, each path is
incrementally checked to the parallel or hybrid path set. This approach
helps to distribute network traffic across multiple paths, reducing the
likelihood of overloading the more reliable ones.

For each path, the algorithm recalculates the combined reliability
of the path set, including the most reliable path from phase 1. If the
reliability of the path set meets the required threshold, that path is
chosen for duplicating the flow. If not, the algorithm proceeds to the
next path in the sorted list.

If none of the paths meet the reliability constraint during the initial
round of selection, indicating that the stricter reliability criterion is
not met, the algorithm adds the second most reliable path from the
list to the path set. If the reliability constraint is still not satisfied, the
algorithm proceeds to add a third path, and so forth. This iterative
process continues until a path set is found that meets the reliability
constraint or until the maximum number of rounds — equal to the
number of candidate paths between the source and destination — is
reached. It is important to note that this phase is only applicable if
there is more than one path from the source to the destination.

4.2.1. Proposed parallel/hybrid path set reliability calculation

Once the parallel/hybrid path set has been identified, the controller
duplicates the flow on the selected path set. Therefore, we consider two
cases to determine the reliability of the parallel/hybrid paths. In the
first case, the proposed method uses parallel routing, where all paths
in the path set are link-disjoint. We create a set of Y paths from all
candidate paths between the source-destination pair Y(f;) € C/,,Y #
for each flow f;. The reliability of the specific flow f; in parallel flow
duplication routing in the link-disjoint scenario is denoted as RP (t) and
is defined in Eq. (11).

Ry =1-[Ja-Rr,m (11

Y

For paths sharing links or nodes, dependencies arise, making Eq.
(11) inaccurate. To address this, we propose using the SDP method,
which accounts for overlapping links and ensures accurate reliability
calculations in networks with shared links [33].

The second scenario involves hybrid routing, where some paths
share one or more links. In this case, the reliability of the paths in
the set is affected by the reliability of the shared links, making the
calculation more complex. Failures in the shared links can impact the
reliability of multiple paths in the set, increasing the probability of
network failure. For this reason, the I-E principle, the SDP method and
the decomposition method are some of the current precise approaches
for addressing connection reliability. Because of its straightforward
premise and ease of computation, the SDP technique has been widely
employed among them to calculate system resiliency, especially in
network reliability analysis in real-world networks where the number
of paths Y is restricted [34].

The I-E Principle is a key technique in probability and reliability
theory, used to calculate the probability of system success by account-
ing for overlapping probabilities. While effective for simple systems,
it is not practical for complex networks due to the need to calculate
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Fig. 3. Network topology with the link-shared scenario (known as hybrid routing).

(2¥ — 1) terms for Y paths. In contrast, SDP requires only Y terms,
making it more efficient for complex systems. Consequently, SDP is
often preferred for accurately calculating reliability in intricate network
configurations [35].

The SDP method expresses path set reliability as a sum of mutually
exclusive events. SDP is defined in Eq. (12), where p; denotes the
complement (failure) of path p;, i.e., path p; fails.

H —
Rfi = RP] 0+ R(Pzﬂﬁl)(t) + R(P_;ﬂﬁznﬁ])(t) + (12)

+R oy 5y - 10...05) (D)

To illustrate the application of the SDP method, we present an
example to demonstrate the path set’s reliability, in which certain paths
can contain at least one shared link. Suppose for a flow f = (A — E),
the links (A, D) and (B, E) are shared links in two paths p, and p,, as
shown in Fig. 3.

In the following, we illustrate the steps of calculation of reliability
of p; and p, with shared links.

Step 1: Calculate R(p,)

For path p;, which traverses A - D - C - B — E, the reliability
is given by:

R(p)) = Ryp - Rpc - Rep - Rpe
Substituting the values:

R(p;) = 0.95x%0.90 % 0.92 % 0.98 = 0.7688

Step 2: Calculate R(p, N p;)
For path p,, which shares some links with p, and traverses A —» D —
B — E, considering the failure of p,, the reliability is:

R(pynp))=Ryup - Rpp - Rpg - (1 = Rpc - Rep)
Substituting the values:

R(p, Npy) =0.95x0.88 x0.98 x (1 —0.90 X 0.92) = 0.1441

Step 3: Calculate total reliability R;’ ®)
Combining paths p; and p,, the total reliability is:

R (1) = R(p) + R(p, N P))
Substituting the values:

R7 () = 0.7688 + 0.1441 = 0.9129

Thus, the total reliability of the flow f is 0.9129, indicating a 91.29%
probability of successful operation. The effects of link failures on time-
critical flows can be minimized by optimizing the reliability of the paths
and shared links.

Now, we provide proof that the parallel path increases the overall
reliability of the flows.
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Table 3
Time complexity comparison for Y paths and m links. Theoretical worst-case vs. best-
case.

Method Worst-case Best-case

SDP oY -m) oY - (m—y5))

I-E oY -m) oY -m)

Decomposition o™ o@m)
Lemma 1. Increasing the number of parallel paths enhances network
reliability.

Proof. one with j parallel paths and another with j + 1 parallel paths.
Let R; and R, denote the reliability of these networks, respectively.

Define Pj’+1 as the probability that the (j + 1)th path is functional.

The reliability of a network with j parallel paths is given Eq. (11).
So for a network with j+1 parallel paths, the reliability R;,, is defined
in Eq. (13).
Jj+l

Ry =1-JJa-R) a3)
i=1

We can separate the (j + 1)th path from the product:

J
Riy=1- H(l - R)(1 =P/ )
i=l1

The difference in reliability between R;,, and R; is:
J
— /
Ry~ = 0= R0 [2,]
i=1

Thus, the final expression for the difference in reliability is defined
in Eq. (14) which validating the additional reliability introduced by a
new parallel path.

Rj+1—Rj=(1—Rl)(l—Rz)...(l—Rj)Pj’H 14)

Since 0 < P’ b < I, Rjyy > R;. Thus, increasing the number of
parallel paths improves network reliability. Using multiple paths and
duplication methods boosts network resilience, reduces packet loss, and
minimizes serialization delays. However, if the strict reliability con-
straints are still not met by the parallel duplication method, sequential
routing with packet duplication can be employed to further enhance

the overall reliability of the network.

4.2.2. Time complexity comparison of reliability calculation methods

The SDP method is often recognized as superior than the I-E princi-
ple and the Decomposition method for reliability analysis in real-world
networks. The subject of this paper discusses the theoretical and practi-
cal benefits of SDP, focusing on its efficiency and scalability in modern
network designs such as SDNs. Table 3 compares the time complexity
of Y pathways and m links relevant to paths under both worst-case and
best-case scenarios.

For Y paths sharing s links, SDP’s complexity reduces to O(Y -(m—s)),
demonstrating polynomial scaling with respect to Y. This contrasts with
I-E, which remains O(2" - m) regardless of shared links [36].

Furthermore, in extremely dense and large-scale networks, the com-
putational overhead of the SDP method can become a bottleneck. To
mitigate this, we propose complementary strategies like Hierarchical
SDP in which by modularizing the network into z clusters (e.g., subnet-
works or administrative domains) [37], we reduce the complexity from
O(m+zlog m). This approach exploits locality in fog/SDN architectures,
where clusters operate semi-independently, and reliability calculations
are parallelized across clusters.

To ensure computational efficiency while maintaining accuracy, we
incorporate the following optimization techniques:
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» Pruning Techniques: Filter out infeasible or unreliable paths early
in the process, reducing unnecessary computations.

« Iterative Hybrid Path Selection: Evaluate paths in descending
order of reliability, terminating the selection process as soon as
the required reliability threshold is met.

These strategies enable our approach to balance accuracy with com-
putational feasibility, making it well-suited for dynamic and resource-
constrained networking environments.

4.3. Phase 3: Sequential routing with flow duplication

Sequential routing transmits flow along a single path at a time,
which is effective for simple topologies with a limited number of paths.
While this method does not offer the fault tolerance of parallel routing,
it can still be beneficial for maintaining performance. In sequential
routing, flows are duplicated and sent through the same path, prefer-
ably the one with the highest bandwidth. This approach enhances
reliability by ensuring packets are not lost.

To implement sequential routing, an SDN switch sends an initial
flow along with N, duplicate flows to increase the probability of
successful delivery. Ideally, all duplicate flows should reach the destina-
tion. If all flows fail, the probability of this occurring can be calculated
using Eq. (15).

FR@ == R, as

Assuming failures occur independently of each other and the flows,
the probability of at least one flow’s successful delivery can be com-
puted in Eq. (16).

R0 =1~(1~R )" (16)

Lemma 2. Sequential routing can enhance reliability and meet the relia-
bility constraint when Rpgraiel/hybrid < I-

Proof. Consider sending N, duplicate flow over a single path R,(?).
The reliability of this duplication can be expressed in Eq. (17).

Ryerjat =1 -1 = Rp(t))Nf a7)
To ensure that the reliability constraint of the flow is satisfied, we need
to have Ryeg > Iy,

To achieve this, we can select an appropriate value of N, such that
Eq. (18), which can be rewritten as Eq. (19).

(1-R," <1 -T}) (18)

RN 2Ty, (19)

Therefore, we can calculate the minimum value of N, required to
satisfy the reliability constraint in Eq. (20).

N, = [log Iy, /log Rp(z)] (20)

4.4. Heuristic algorithm

In this section, we present our proposed heuristic algorithms to
address the aforementioned NP-hard problem by determining the opti-
mal reliable path set for flow f;, which satisfies the objective function
in Eq. (5) and adheres to the constraints in Egs. (6)—(9). To achieve
this, we introduce a time-efficient heuristic algorithm (Algorithm 1)
that efficiently computes a reliable routing path set while ensuring
that both the reliability and bandwidth constraints of the flows are
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Algorithm 1: Reliability and Bandwidth Constrained Routing

(RBCR)

Input: f;: flow, I';: reliability constraint, f;: bandwidth
constraint, K: max candidate paths , 6;: source, 7;:
destination

Output: Reliable path set

Cfi < KMRPB(8;,n;,k,p;)

if ICsl==0 then

‘ return ¢

end

P'}'[ « C/}' [0]

6 if Rp,;[ > Iy, then

-

AW N

// Phase 1

7 ‘ return p?‘

s end

PC; < Cp \ {p%}
10 PHP « {p?}

11 forr<1tok-1do
12 foreach p;_ € PCy, in reverse order do

// Phase 2
// PHP:Parallel/hybrid path set

o

13 if (PHP U { p;i D 2 Iy, then
14 ‘ return PHP U {p;’_}

15 end

16 end

7 | PHP < PHPU{PC[k—r]}
18 | PC, « PC; \{PCy[k—rl])
19 end

20 py, < Get the highest bandwidth
n N, [log Iy, /log Rpfl, Eq. (20)
22 if (pfl)N/ 21Ty, then

23 ‘ return (pfl)Nf

24 end

// Phase 3

met. The RBCR is a greedy heuristic that utilizes the K-Most Reliable
Paths with Bandwidth Constraints (KMRPB) algorithm (Algorithm 2).
KBRPB returns the k-most reliable paths between the source and the
destination. Pathfinder algorithms typically use the BFS algorithm to
find all available paths between the source and the destination. How-
ever, we limit our search space to only paths that meet our objectives
and constraints, which significantly reduces computational complexity.
Without this optimization, considering all possible paths would result in
prohibitive time complexity, as the problem would scale exponentially.

The RBCR algorithm builds on the strategies outlined in Lemmas 1
and 2 to ensure the required reliability threshold is met. Upon receiving
flow f; as input, the algorithm first computes C,, using the KMRPB
algorithm, which identifies the top K most reliable paths that meet the
bandwidth constraints for each flow f; € F. The KMRPB algorithm
optimizes for both reliability and bandwidth, returning the set of &
paths that best satisfy these criteria, thereby reducing computational
complexity by limiting the search space to only the most viable paths.
Cy, is sorted in descending order of reliability.

If no path satisfies the bandwidth constraint, the algorithm returns
an empty set (Line 3), signaling that no feasible solution exists and
prompting a reassessment of network parameters.

The algorithm proceeds by selecting the most reliable path from C/,
that satisfies both the reliability and bandwidth constraints (Line 5). If
this path meets the constraints, it is returned as the reliable path set
(Lines 5-8). If not, the algorithm moves to Phase 2, where it attempts
to enhance reliability by constructing a set of parallel/hybrid paths,
as outlined in Lemma 1 (Section 4.2). Notably, the RABR algorithm
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encompasses these lines (5-8), while this and the subsequent phases
specifically pertain to the RBCR algorithm.

In Phase 2, RBCR iteratively explores the candidate paths from
Cy,. It calculates the overall reliability of each path set for parallel
duplication, beginning with the least reliable path from the set of
parallel candidate paths (PC) (Line 9). If the combined reliability meets
the required threshold, the path is chosen for flow duplication and
added to the Parallel/Hybrid Paths (PHP) set (Line 14). Otherwise,
the next path is evaluated. If no path satisfies the reliability constraint
(Lines 12-15), the algorithm adds the most reliable path from PC (Line
17) and removes it from the set (Line 18). This process continues until
the reliability threshold is met or all paths have been evaluated. This
phase is only applicable when multiple paths exist between the source
and destination.

If parallel routing fails to meet the reliability threshold in Phase
2, the algorithm adapts by moving to sequential routing with packet
duplication, as outlined in Lemma 2 (Lines 20-24) in Phase 3.

To optimize network performance, the algorithm selects the highest
bandwidth path (Line 20), ensuring that the most capable paths are
prioritized. It then calculates the required number of sequential dupli-
cate packets (N ) using Eq. (20) (Line 21) to further optimize resource
usage. Ultimately, the algorithm identifies and returns the path that
satisfies both the bandwidth and reliability constraints, providing an
optimal solution for reliable data flow through calculated duplication
strategies.

4.5. K-most reliable paths with bandwidth constraints algorithm

We propose the K-Most Reliable Paths with Bandwidth Constraints
(KMRPB) Algorithm, inspired by Yen’s K-Shortest Path Algorithm. This
algorithm computes the K most reliable paths between a source node
(IoT device) 6; and destination node (Fog server) #; in a network while
ensuring each path meets a specified bandwidth constraint f,.

The KMRPB algorithm (Algorithm 2) operates as follows:

1. Initialize an empty set A for storing the K most reliable paths
and a priority queue B for managing candidate paths (Line 1).

2. Compute the initial most reliable path satisfying the bandwidth
constraint using a modified Dijkstra’s algorithm (Lines 2-6).

3. While |4] < K and B is not empty, iteratively generate candidate
paths (Line 8):

(a) Extract the most reliable path S,,,,,,, from B (Line 9).
(b) For each node s, ,, in S,,..., (except the destination),
create a deviation (Line 10):

i. Remove links (edges) of the root path R,,, from
the graph. (Line 13)

ii. Find a new most reliable path S,,, from s,,, to #;
destination (Line 14).

iii. If S,,, exists, combine it with R
(Line 15).

iv. If S,,,,; meets the bandwidth constraint and is not
in A, add it to B and potentially to A (Lines 17-22).

root

root to form Stotal

4. Return the set A of K most reliable paths (line 26).

The algorithm efficiently narrows the solution space by focusing only
on paths that are feasible under the given bandwidth and reliability
constraints. This approach is particularly valuable in network applica-
tions where both reliability and bandwidth constraints are critical fac-
tors in path selection, offering network operators flexibility in routing
decisions and enhancing overall network performance and resilience.
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Algorithm 2: KMRPB Algorithm
Input: G = (S, L), 6;: source, #;: destination, K, f;:bandwidth
constraint
Output: Set of K most reliable paths from 6, to »; with
bandwidth > g
1 A < ; B « PriorityQueue() ;
2 S;ia < MostReliablePath(G, 6,, n;, §,) ;
3 if S, exists then
4 A(_AU{S'n[tial};

1

5 B.push(S;,;;a1);

6 end

7 Goriginal < G;

s while |A| < K and not B.isEmpty() do

9 Seurrent < B-pop0 ;

10 for s,., € Scurren €xcept n;: destination do
1 Rroot - SUbPath(Scurrem’ Gi’sdeu) 5

12 G < Gorigimzl 5

13 RemoveLinks(G, R,,,) ;

14 S 400 < MostReliablePath(G, s;,,, 7;, B;) ;
15 if S,,, exists then

16 Stotal “ Rmot + Sdev;

17 if PathBandwidth(S,,,,) > p; and S,,,,; € A then
18 B.push(S,,..1);

19 if |A| < K then

20 ‘ A< AU (Sl

21 end

22 end

23 end

24 end

25 end

26 return A

4.6. Time complexity analysis of the algorithms

The RBCR algorithm utilizes the KMRPB algorithm as a subrou-
tine. To analyze the combined time complexity, we will examine each
algorithm individually.

The time complexity of KMRPB which is based on Yen’s algorithm
is O(K|S|(]L|+|S|log|S|+ K|S]|)) where K is the number of paths, |.S|
is the number of nodes, and |L| is the number of links in the graph.
The main complexity of RABR is the KMRPB complexity.

The RBCR algorithm consists of three phases. The initial pathfinding
which is dominated by the KMRPB has the same time complexity. Then,
the time complexity of the Path Combination phase is as follows:

» The nested loops iterate up to K times each, resulting in a
complexity of O(K?).

» For link-disjoint paths, path combination and reliability checking
are assumed to have a time complexity of O(1).

+ For non-link-disjoint paths (where paths share links), path com-
bination and reliability checking have a time complexity of O(Y -
(m—s)).

Flow duplication performs a constant number of operations O(1).

The overall time complexity of RBCR is dominated by the KMRPB

call in the first phase. The subsequent phases add relatively minor
computational overhead. Therefore, the combined time complexity is
expressed as follows:

1. For link-disjoint paths:
O(K|S|(IL| +|S|log |S| + K[|S])) + O(k?)
2. For non-link-disjoint paths:

O(K|S|(IL| +|S|log S|+ K|S]) + OG> - Y - (m = 5))
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Here, the first term corresponds to Phase 1, which is dominated
by the KMRPB algorithm. The second term reflects the complexity of
the Path Combination phase, where the computation becomes more
intensive when paths share common links.

It is important to note that, the RBCR algorithm may terminate early
if a suitable path or combination of paths is found, potentially reducing
the actual runtime. The value of K in RBCR is typically small and fixed,
which can be considered a constant factor in practice. The KMRPB
algorithm is called only once, regardless of the subsequent phases in
RBCR.

In practice, the efficiency of this combined approach depends heav-
ily on the network topology, the reliability constraints, and the band-
width constraints. While the worst-case complexity appears high, for
many real-world networks with well-behaved structures, the actual
performance may be significantly better.

Space complexity remains O(K|S|), primarily for storing the K
paths returned by KMRPB.

5. Performance evaluation

We used Mininet, a network emulator, and the Floodlight SDN
controller to evaluate the proposed algorithm’s performance [38]. To
simulate flow requests in the network, we utilized the Distributed
Internet Traffic Generator (D-ITG) and Iperf tool [39]. To ensure that
the traffic generated was representative of real-world traffic patterns,
packets were generated using a uniform distribution method. The Open-
Flow 1.3.1 protocol was employed in OpenFlow switches to direct
traffic flows, establish several paths, and manage bandwidth via its
meter function. We calculate the reliability of each path set based on
long-term measurements of the operational and failure times of each
network link. These reliability values are regularly updated with the
most recent measurements to ensure accuracy. This dynamic approach
guarantees the practical reliability and effectiveness of the proposed
algorithm.

5.1. Setup and evaluation metrics

The simulation experiments were designed to evaluate the perfor-
mance of the proposed algorithm under various network conditions,
such as various reliability and bandwidth constraints, network connec-
tivity, and fault rate. We conducted the tests on a Windows 11 PC
equipped with an Intel Core i7 3630 processor and 8 GB of RAM.

5.1.1. Real-network evaluation

To rigorously evaluate the proposed algorithms, we employed a
real network topology consisting of 38 switches and various network
connectivity (150 to 740 links) and similar flow generators like these
studies [17,20]. This topology was simulated to represent a hybrid
SDN-based Fog Computing (FC) environment, incorporating 50 IoT
devices, 5 fog servers, and a cloud server. Additionally, we randomly
select various numbers of source and destination pairs (ranging from 50
to 200) within the network. For each IoT flow, the bandwidth demand
was generated randomly from various ranges [1-25, 25-50, 50-75,
75-100] Mbps to simulate diverse traffic loads [16]. Each flow is trans-
mitted from a different IoT device to a different fog server. In addition,
we have considered different failure rates from [0.0001, 0.005] based on
the [40,41]. The capacity of each link in the topology was standardized
to 100-200 Mbps to reflect realistic network conditions [16,17,20]. Fog
servers are randomly selected in random and distant positions from
each other.

Reliability requirements vary across applications, ranging from
>99.999% for mission-critical systems to below 99% for non-critical
systems [19,42]. These standards form the basis of our evaluation.

We conduct a comparative analysis of the proposed RBCR and
RABR algorithms and RAFDA, a state-of-the-art Reliability aware al-
gorithm [16] under comparable network conditions.

The following are the metrics evaluated under these experiments.
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5.1.2. Reliability and bandwidth success rate of the flows

One of the metrics to evaluate the performance of flows is the
Success Rate (SR), which considers both reliability and bandwidth
constraints. We define a flow as satisfying the reliability constraint if
its reliability surpasses a given threshold I' (e.g., I = 0.99, correspond-
ing to 99% reliability). Additionally, a flow satisfies the bandwidth
constraint if the available bandwidth of its path meets or exceeds
the flow’s requested bandwidth. The Success Rate (SR) is defined as
the proportion of flows that meet both the reliability and bandwidth
constraints relative to the total number of flows (Npg,,) in the network.
This is expressed mathematically in Eq. (1):

1

Niows i=1

Nfiows
SR =

IR;, 21)-1¢ 2 5) 2D

where I(-) is the indicator function, equaling 1 when the condition
is true and O otherwise. This formulation provides a comprehensive
measure of network performance, accounting for both the reliability
and bandwidth constraints of each flow.

5.1.3. Average reliability
The average reliability of all flows is computed by taking the mean
reliability across all network flows, as shown in Eq. (22). In this equa-
tion, the reliability for each flow is calculated using the corresponding
reliability equations.
Neiows

Ry, (22)

Average Reliability =

flows =]

5.1.4. Flow duplication rate

We define Flow Duplication Rate (FDR) as the ratio of additional
data transmitted to ensure reliability to the total data transmitted, as
shown in Eq. (23). In this equation, Dy, represents the additional data
transmitted for reliability (e.g., redundant packets), while Dy, is the
total amount of data transmitted, including this extra data.
FDR = Dexa (23)

total

By evaluating the proposed algorithm with these metrics, we can assess
its effectiveness in enhancing the reliability and resiliency of SDN-
based fog computing for IoT applications, as well as overall network
performance.

5.2. Results and discussion

This section presents the results of different experiments under
various conditions. To assess the performance of the proposed algo-
rithm, we compared it against the previously mentioned algorithms
using several performance metrics, including the success rate, average
reliability, and flow duplication rate. To ensure the robustness of our
results, each parameter was computed by averaging the outcomes from
20 independent experiments for each iteration.

Furthermore, studies were conducted using various configurations.
For the baseline parameters, we used a reliability constraint of 0.999,
network connectivity of 0.5, and a bandwidth constraint range of
[1-25].

5.2.1. Algorithms runtime of the evaluated algorithms

In this section, we conducted experiments to evaluate the running
time of the proposed algorithms in comparison to the state-of-the-art,
to showcase their efficiency. Fig. 4 illustrates the running times of our
proposed algorithm, with various extensions, alongside the state-of-the-
art, in a network with 0.5 link connectivity, 38 nodes, and 100 flow
transmissions. A key contribution of this work is the development of a
runtime-efficient routing algorithm integrated into the proposed RBCR
approach.
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Fig. 4. Algorithms running time comparison.

Based on the figure, our proposed algorithm outperforms the RAFDA
algorithm in terms of running time (fast runtime). We also integrated
our routing algorithm KRMPB with the RAFDA algorithm to demon-
strate its effectiveness in reducing the time complexity of the algo-
rithms.

RAFDA’s routing algorithm identifies all possible paths and filters
them based on reliability and bandwidth constraints, but this increases
its computational complexity, especially in highly connected or large
networks. Calculating all possible paths between source and destination
before selecting the top k paths can lead to spending time on paths that
will later be discarded due to failing bandwidth constraints and low
reliability, adding to its overall runtime. As a result, RAFDA’s running
time increases exponentially as the network size grows.

The proposed routing algorithm KMRPB, based on Yen’s algorithm,
identifies the most reliable and bandwidth-satisfying paths, making it
more time-efficient. Unlike RAFDA, RBCR and RABR focus on paths
that satisfy key constraints early in the process and prune invalid paths
to save computation time.

The algorithms RAFDA with our routing and RABR show better
runtime performance. RBCR includes duplication methods for reliabil-
ity, while RABR selects the most reliable paths from the top k paths.
The RAFDA algorithm has the slowest running time, mainly due to its
non-optimized routing algorithm.

5.2.2. Reliability and bandwidth success rate of the flows

In this section, we evaluate the reliability and bandwidth success
rates of the flows (SR) under various configurations, including reliabil-
ity constraints (Ffi ), network connectivity, and bandwidth constraints
of the flows.

Fig. 5 illustrates the SR performance of the algorithms under dif-
ferent reliability constraints with Network Connectivity of 0.5 with
K-Path: 5, bandwidth: 1-25. The results indicate that RBCR achieves
the highest SR due to its duplication methods that fulfill reliability
constraints. RABR attains a higher SR compared to RAFDA because
it selects the most reliable and bandwidth-satisfied paths. Conversely,
RAFDA initially selects all possible paths and then filters the k-most
reliable paths. Among these k paths, it subsequently selects the path
that satisfies the bandwidth constraints. Consequently, none of these
k-most reliable paths may meet the bandwidth constraints. In contrast,
our proposed RBCR simultaneously identifies the k-most reliable and
bandwidth-satisfying paths. Additionally, RAFDA’s strategy of selecting
paths based on the maximum of the minimum link reliability may result
in paths being rejected more frequently when the reliability constraint
is stringent, leading to a lower SR.

Fig. 6 shows that RBCR consistently achieves the highest SR across
varying levels of network connectivity. As connectivity increases, the
number of paths between the source and destination also increases,
providing potential solutions for flow duplications to meet the relia-
bility constraints of the flows. Consequently, RBCR achieved 100% SR

10
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Fig. 5. Success rate in different reliability constraints of the flows.
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Fig. 7. Success rate in different bandwidth range constraint of the flows.

satisfaction in network connectivity of (>0.6). RABR achieves a mod-
erate SR, positioned between RAFDA and RBCR. RAFDA exhibits the
lowest SR due to the aforementioned reasons. As network connectivity
increases, the SR of all algorithms improves because the likelihood of
finding more bandwidth-reliable paths increases.

Fig. 7 demonstrates the RSF with Network Connectivity of 0.5 with
K-Path:5 in different bandwidths. That RBCR leads the highest SR
across various flow bandwidth constraints. However, as the bandwidth
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Fig. 8. Average reliability in different reliability constraints of the flows with Network
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Fig. 10. FDR of the evaluated algorithms in different network fault rates.

constraints increase, the SR of RBCR declines. This is because lower
link capacities limit the ability to perform sufficient flow duplication,
whether in parallel or sequential forms. Additionally, both RABR and
RAFDA exhibit a slight decrease in SR as the bandwidth constraints of
the flows increase.

11
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5.2.3. Reliability of the evaluated algorithms

In this part, we evaluate the average reliability of the algorithms
in different configurations. Fig. 8 shows the average reliability of
the algorithms in different reliability constraints. All the compared
algorithms achieve higher average reliability. However, RBCR leads
to the most average reliability because of the duplication method.
RBCR consistently excels in terms of average reliability across various
reliability constraints due to its ability to duplicate paths. Utilizing
multiple routes ensures that flows achieve the reliability constraint.
RABR delivers moderate average reliability. It selects the most reliable
paths from the top k paths without path duplication, which limits its
performance compared to RBCR. However, it generally outperforms
RAFDA. When reliability constraints are lower, RABR performs well,
as it can choose highly reliable paths from available options without
needing duplication, achieving average reliability close to that of RBCR.

RAFDA generally exhibits the lowest average reliability among the
evaluated algorithms. It employs a max-min reliability approach, se-
lecting paths based on the minimum link reliability. Overall, RAFDA
and RABR do not show significant differences in average reliability,
as neither incorporates methods to satisfy reliability constraints, al-
though they are reliability-aware. This often results in fewer flows
meeting higher reliability constraints, particularly in the absence of
path duplication in scenarios with lower reliability constraints.

Fig. 9 illustrates the average reliability of the algorithms across
different levels of network connectivity. As network connectivity in-
creases, the RBCR algorithm demonstrates superior average reliability
compared to both RAFDA and RABR. All the compared algorithms
exhibit improved performance with increased network connectivity
(i.e., a higher number of possible paths). The highest reliability for
RBCR is largely attributable to its ability to leverage proposed du-
plication methods (sequential or parallel/hybrid) to satisfy reliability
constraints, whereas RAFDA and RABR are limited to selecting a single
path, thereby limiting their ability to enhance reliability.

5.2.4. The flow duplication rate (FDR) of the evaluated algorithms

Fig. 10 highlights that the FDR of RBCR is higher than that of
other algorithms, owing to its use of parallel, hybrid, or sequential
duplication methods. By transmitting multiple copies of data across dif-
ferent paths to ensure reliability constraints of IoT applications, RBCR
increases the FDR compared to RABR and RAFDA, both of which rely on
a single path and thus exhibit lower FDR. These results emphasize the
trade-off between reliability and efficiency. While RBCR achieves the
highest reliability, it incurs a higher FDR, whereas RAFDA and RABR
offer lower FDR at the expense of reduced reliability.

The FDR of RBCR is higher, particularly in scenarios where the
network experienced higher faults (i.e., 4 > 0.001). It is because the
algorithm had to increase the number of duplications to ensure the
flows continued to meet the reliability constraints as demonstrated in
Section 5.2.2.

The increased FDR in RAFDA and RABR is due to their dependence
on re-transmitting flows when delivery to the destination fails due
to network issues. In contrast, the higher FDR in RBCR is a result
of duplication, not re-transmission. Re-transmission leads to delays
and deadline violations, which can be very detrimental and costly for
real-time IoT applications.

5.2.5. Overall comparison

Table 4 presents a comprehensive comparison of the RBCR, RABR,
and RAFDA algorithms across several critical performance metrics.
Runtime Efficiency: RABR demonstrates the fastest run-time at 0.026 s,
followed by RBCR at 0.092 s. RAFDA lags significantly behind with a
runtime of 5.01 s. This substantial difference in execution speed could
be critical in real-time applications where rapid decision-making is
essential.

In terms of Success Rates: RBCR consistently outperforms both
RABR and RAFDA across all success rate metrics, where for Success
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Table 4

Overall comparison of the algorithms.
Metrics/Algs RBCR RABR RAFDA
Runtime 0.092 s 0.026 s 5.01s
SR-NC 97.25% 53.75% 49%
SR-RC 88% 46.75% 41.25%
SR-BC 80% 51% 39.25%
R-RC 99.933% 99.803% 99.797%
R-NC 99.886% 98.308% 98.307%

Rate under different Network Connectivity (SR-NC), RBCR achieves
a remarkable 97.25% success rate, nearly doubling RABR (53.75%)
and RAFDA (49%). With various Reliability Constraints (SR-RC), RBCR
maintains a high 88% success rate, while RABR and RAFDA drop to
46.75% and 41.25%, respectively. Under Bandwidth Constraints (SR-
BC), RBCR still leads at 80%, with RABR following at 51% and RAFDA
at 39.25%.

These results suggest that RBCR is significantly more effective at
satisfying various network constraints compared to its counterparts.

In terms of reliability, all three algorithms perform well, but RBCR
maintains a slight edge. For example, under Reliability Constraints (R-
RC), RBCR achieves 99.933% reliability, higher than RABR (99.803%)
and RAFDA (99.797%). Under different Network Connectivity (R-NC),
RBCR again leads with 99.886% reliability, compared to RABR and
RAFDA, both around 98.3%.

While the differences in reliability are small, they could be signifi-
cant in large-scale networks or critical applications where even minor
improvements in reliability are valuable. Overall, RBCR demonstrates
superior performance in success rates and reliability across all sce-
narios. RAFDA, while competitive in reliability, struggles with success
rates and runtime efficiency. These results suggest that RBCR offers the
best performance in networks with real-time IoT applications where
high success rates and reliability are very important.

6. Conclusions and future works

This paper presents two algorithms: RBCR and RABR. RBCR is
tailored for real-time applications with stringent reliability constraints,
where violating time requirements incurs significant costs. In con-
trast, RABR is more suitable for time-sensitive applications, where
slight delays are tolerable. Both algorithms are designed specifically
for Software-Defined Networks (SDNs) in Fog Computing environments
and effectively address the dual challenges of meeting reliability and
bandwidth constraints for IoT applications. The RBCR algorithm op-
erates in three phases: (1) reliability and bandwidth-constrained path
selection, (2) flow duplication through parallel/hybrid routing, and
(3) sequential routing with flow duplication to meet reliability re-
quirements. A greedy pathfinder is also introduced to enhance time
efficiency while maintaining high performance.

Simulation results demonstrate that RBCR outperforms the state-
of-the-art RAFDA algorithm in terms of reliability, success rate (flows
satisfying reliability and bandwidth constraints), and time efficiency
(run-time). RBCR achieves success rates up to twice those of existing
solutions, coupled with highly efficient execution times, making it ideal
for applications requiring optimized reliability and bandwidth.

While flow duplication significantly enhances network reliability,
its inherent redundancy introduces trade-offs with bandwidth efficiency
particularly in dense network environments. Emerging dynamic mitiga-
tion approaches like Adaptive Flow Duplication could optimize this bal-
ance even under high-traffic conditions. Future work should integrate
temporal constraints for time-sensitive IoT domains (e.g., industrial
automation) and expand evaluations to energy/delay metrics. Ma-
chine learning-enhanced coordination could further refine reliability-
efficiency balances.
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