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  شبكه هاي عصبي مصنوعي به عنوان روشي                :چكيده
برگرفته از مكانيزم مغز انسان در زمينه هاي مختلف هوش              

از .  كاربردهاي وسيعي را دارند     ٢ و محاسبات نرم    ١مصنوعي
آنجا كه ساختار مغز انسان در طول سالهاي متمادي، متكامل            

شبكه عصبي شده است، متوان انتظار داشت تا هر چه معماري          
مصنوعي به ساختار طبيعي مغز انسان نزديكتر باشد، از كارائي          
بهتر و بالاتري برخوردار بوده كه در عين حال بسياري از                
كاربردها براي گريز از پيچيدگيهاي اين ساختار، ساده سازيها          

در اين مقاله، سعي شده يكبار      . و فرضهائي صورت مي پذيرد    
 و چگونگي تكامل آن در طول       ديگر اين نگرش به مغز انسان     

جديد كه   قرون متمادي احياء شده و از اين رهگذر روشي           
كارائي خوبي در برخورد با مسائل متنوع و مختلف بويژه در             

از سري  . رديابي ديناميك فرايند را داشته باشد، ارائه گردد          
 به عنوان مثالي عمومي براي بررسي          Macky-Glassزماني  

 تا  ٢نتايج بدست آمده بهبود از      .  ه است كارائي آن استفاده شد   
 برابر بر حسب ميزان خطاي پيشبيني و با يك تعداد نرون               ٤

 . بكار رفته يكسان را نشان مي دهد

                                                           
 Artificial Intelligenceـ 1
 Soft Computing ـ 2

شبكه هاي عصبي، مدلسازي ديناميك        : واژه هاى کليدى  
 .تکامل همکارانهمتغير، الگوريتم ژنتيك، برنامه سازي ژنتيك، 

 مقدمه-١
يه داروين در طول قرون متمادي دست          مغز انسان بنابر نظر    

خوش تحول و تكامل بوده، به طوري كه ساختار و معماري              
. فعلي مغز انسان، شكل متكامل خود را به دست آورده است            

لذا در اين مقاله سعي شده است كه تا حد ممكن نگرش به                 
شبكه عصبي برگرفته از مكانيزم فعلي مغز انسان باشد، و نيز              

 اين ساختار و نرونها بر اساس قانون تكامل و            تكامل و ارتقاء  
  .اصل بقاء طبيعي صورت پذيرد

انتخاب ساختار بهينه و تعداد نرونها، بازه بسيار وسيعي از               
تحقيقات را در سالهاي اخير به خود اختصاص داده است،               
عمده اين روشها بر روي ساختار معروف پرسپترون چند لايه            

 در اغلب    ٣ترون چند لايه   صورت پذيرفته است، فرض پرسپ      
 محدوديتهاي زيادي را در برخورد با مسائل            [3,4]مقالات  

مشخص ) ١(مختلف به وجود مي آورد همانگونه كه در شكل          
است نرونها در مغز انسان به شكل كاملا پيچيده و بدون نظم              

به گونه اي كه هيچ نظم خاصي  .خاصي با يكديگر اتصال دارند    
 . در نظر گرفترا نمي توان براي آنها

                                                           
 Multi Layer  Perceptronـ 3
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  مغز انسان٤يك نمونه از پيچيدگي اتصلات نرونها در كورتكس: ١شكل 

الي است كه در شبكه هاي عصبي مصنوعي پرسپترون،         حاين در   
نرونها به صورت لايه اي و با اتصالات منظم و مشخص با                  
يكديگر اتصال داشته و اطلاعات به شكل پيش رو در ميان لايه              

اي آن انتقال مي يابد، در صورتي كه در مغز انسان اينگونه                 ه
نيست و لذا فرض پرسپترون چند لايه براي مسائل متنوع يك              

  .می باشد و راحت به مسئله 5نگرش ساده

تا كنون كارهاي بسيار وسيعي در زمينه شبكه هاي عصبي                
به عنوان مثال روشي براي بهبود ميزان         . صورت پذيرفته است  

كه و تنظيم تعداد نرونهاي لايه مخفي و ضرائب آن            خطاي شب 
 مهمترين روش در جهت يادگيري          .[1]پيشنهاد شده است   

وزنهاي يك شبكه عصبي با ساختار مشخص روش پس انتشار           
 بوده كه در بسياري از مقالات بر اين روش به عنوان يك              ٦خطا

 كه  ،[2]روش تحليلي و سريع در تعيين وزنها تكيه شده است            
ي ايرادات متعددي بوده، گرفتار شدن در كمينه هاي محلي           دارا

و حساسيت به وزنهاي اوليه و نقطه شروع بهينه سازي به مانند             
 اما مشكل    .اغلب روشهاي بهينه سازي از آن جمله است             

اساسيتر آنست كه اين روشها كاملا تحليلي بوده، و با مكانيزم             
  .يادگيري مغز انسان تطابق لازم را ندارد

متعددی بوده، از جمله    دارای مزايای    (GA)لگوريتمهاي ژنتيك   ا
براي شروع جستجو و ايجاد فضاي اوليه            اين مزايا اينکه      

جستجو، به كمترين اطلاعات اوليه از مسئله نياز داشته، و نيز              

                                                           
 Cortex ـ 4
5 - Oversimplify 
6 - Back Propagation Error 

همگرائي آن به نقطه بهينه عمومي با صرف وقت كافي، قطعي              
،  جهش و نيز       مي باشد، كه با استفاده از عملگرهاي برش            

جستجوي تصادفي صورت مي پذيرد، يكي از اولين كارهاي             
انجام شده در اين زمينه كه در آن وزنهاي يك شبكه عصبي                 

 صورت  Whiteley تعيين مي شود، توسط       GAمصنوعي توسط   
 .[3]پذيرفته است

هم تكاملي، انجام الگوريتمهاي تكاملي هم زمان بين دو يا چند             
ده از توابع برازندگي تركيبي بين آنها مي          گونه متفاوت با استفا    

باشد كه نسبت به روشهائي كه از يك الگوريتم واحد استفاده مي            
كنند به دليل تكامل هم زمان چند زير سيستم و تركيب نتايج آنها             

از جمله  . با همديگر، داراي توانائيهاي بسيار زيادي مي باشد          
پذيرفته مي  كارهاي متعددي كه در زمينه هم تكاملي صورت             

توان به روشي كه مبتني بر تكامل ساختار و وزنهاي يك                   
در اين روش يك جمعيت اوليه      . پرسپترون مي باشد اشاره نمود    

براي ساختارهاي مختلف و يك جمعيت نيز براي وزنهاي                
مختلف در نظر گرفته شده، سپس با تعريف تابع برازندگي                

را بهبود مي    ساختار و وزنها      ٧تركيبي بر اساس روش دوستي     
 ضعف عمده اين روش تاكيد بر پرسپترون بودن             .[5]بخشد  

چرا كه ساختارهاي بهينه متعددي را مي توان تصور         . شبكه است 
نمود كه به شكل يك پرسپترون چند لايه پيش رو نمي توان آنها             

 8 يك روش جديد، به نام هم تكاملي يكنواخت          .را نمايش داد  
بي براي هدايت يك روبات     براي آموزش وزنهاي يك شبكه عص     

 اين متد در دو جمعيت متفاوت، يكي براي         .[6] انجام شده است  
پيدا كردن وزنهاي نرونها و ديگري براي بهينه سازي محيط               
جستجو عمل كرده، به اين ترتيب يك محيط جستجو كه قابليت            

 .عمومي سازي بالاتري را دارا است

 متدهاي معمول   هم تكاملي همكارانه يك پيشرفت در روشها و         
 اين نگرش با چندين زير         .[7]محاسباتي محسوب مي شود        

جمعيت كه هر كدام يك مجموعه متفاوت از پارامترهاي مسئله             
هستند، سروكار دارد، لذا در برخورد با مسائل تكاملي همكارانه            

 :چند نكته كليدي را بايد به خاطر داشت

                                                           
7 -Friend Ship 
8 - Uniform Cooperative Coevolutionary 
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ه از زير    اين بخش به تعيين تعداد بهين         : ٩تفكيك مسئله -١
 .سيستمهائي كه در حل مسئله نقش ايفاء مي كنند باز مي گردد

با توجه به نقش هر كدام از اعضاء زير           : ١٠ تخصيص اعتبار  -٢
سيستم ها در حل نهائي، يك عدد كه نشان دهنده ميزان اعتبار آن             

 .عضو مي باشد، به آن اختصاص مي يابد

ر اساس  يك استراتژي هم تكاملي ب      : ١١ پراكندگي جمعيت   -٣
حفظ تنوع يا پراكندگي جمعيت با استفاده از تكنيكهاي اشتراك            

 .براي دست يابي به هدف نهائي بنا شده است، [8]ميزان اعتبار 

 اعتبار يابي زير سيستم هاي       ،[10,11,12]در ساير مراجع مانند      
در مقاله  .مختلف با به كار گيري چند معيار صورت پذيرفته است       

 انجام شده است يك الگوريتم        Gonzales [14]اي كه توسط     
ژنتيك چند منظوره يك جمعيت را كنترل مي كند كه هر عضو              
آن جمعيت يك شبكه عصبي است، در اين روش از روش هاي             

 .  استفاده شده استSVD12,OLS13متعارف نظير خوشه سازي 

 روشي جديد كه هم به لحاظ         ،با توجه به مطالب عنوان شده       
له و هم به لحاظ رديابي الگوهاي ورودي         تطبيق با ديناميك مسئ   

داراي قابليت است، معرفي مي شود، اين روش بر اساس تعريف           
و بهينه سازي دو ماتريس وزنها و اتصالات پايانه هاي سيناپسي            

پس از آن   . با استفاده از عملگر برش سطري صورت مي پذيرد          
 با اين روش    ٦-٢ ساختار شناخته شده در بخش        يکبه معرفي   

 عنوان نمونه پرداخته خواهد شد، و در پايان در بخش نتايج               به
شبيه سازي اين مقاله روي يك مثال شناخته شده كه قابليت تغيير         
در ديناميك را دارد، به همراه مقايسه آن با ساير روشهاي هم                

 .تكاملي عنوان مي شود
 
  تعريف مسئله-٢

 شبكه عصبي    به گونه اي كه بتواند هر      ترکيب از نرونها  ايجاد يك   
ديگر اعم از پيش رو و يا بازگشتي با هر تعداد نرون و پايانه                  

متناسب با پيچيدگي و ديناميك       (سيناپسي و دندريتي دلخواه       
 .بوجود آورد، هدف اين بخش مي باشد        را  ) سيستم مورد مطالعه  

                                                           
9- Decomposition of Problem 
10 - Credit Allocation 
11 -Population Diversity 
12 -Singular Value Decomposition 
13 -Orthogonal Least Square 

پايانه هاي سيناپسي نقطه اتصال يك آكسون از يك نرون به                 
د، به اين ترتيب دندريت ترمينال        دندريت نرون مجاور مي باش     

ورودي يك نرون و سيناپس پايانه خروجي آن نرون كه از طريق             
 .آكسون به هسته نرون متصل است، مي باشد

 
  مجموعه آموزش-١. ٢

 عضو شامل بردار ورودي و       exampleNمجموعه آموزش داراي    
](خروجي ]outin NN ( مي باشد. 

exampleN :تعداد بردارهاي مجموعه آموزش 

inN :ابعاد بردار ورودي به شبكه عصبي 

outN  :ابعاد بردار خروجي  شبكه عصبي 

 :به اين ترتيب مجموعه آموزش داراي ابعاد زير خواهد بود

)(* outinexample NNNP +  )۱(  

 
 ونهاساختار نر-٢. ٢

 تعداد  NoutN دندريت ورودي و     NinNيك نرون با تعداد     
 و يك تابع عملكرد      bNسيناپسهاي خروجي و يك باياس        

 ))٢(شكل . (مشخص مي شود

 
 اقينمايش نرون بكار رفته در روش اتصالات اتف: ٢شكل

 
  نمايش ساختار-٣. ٢

، وچگونگي اتصالات و     numNشامل تعداد نرونهاي بكار رفته     
به اين ترتيب كه بين دو پايانه        . وزنهاي آنها با يكديگر مي باشد     

inoutكه به ابعاد    ) ٣شكل  (ورودي و خروجي مطابق      NN  مي  ,
معرفي ) ٢. ٢( نرون با مشخصاتي كه در بند        numNباشد، تعداد   

 .شد بكار مي رود

numN:تعداد كل نرونهاي بكار رفته در شبكه 
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 نمايش پايانه هاي ورودي به همراه پايانه هاي خروجي: ٣شكل 

 
  ماتريس اتصالات-٤-۲

 و اتصالات   iبا اتصالات ورودي     ) ٢(ابق شكل   هر نرون مط  
 شناخته مي شود،  به اين ترتيب هر ورودي                  oخروجي

 مي تواند متصل     o) سيناپسي(  به هر خروجي        i) دندريت(
شود، بنابراين تعداد دندريتهاي ورودي با توجه به تعداد                

outN      مول از فر ) ٣شكل  (دندريت مربوط به ترمينال خروجي
زير محاسبه مي گردد، و نيز تعداد سيناپس هاي خروجي با               

قابل ) ٣شكل  (توجه به تعداد سيناپس ترمينال ورودي مسئله         
 :محاسبه است
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TI :تعداد كل دندريتهاي قابل اتصال به پايانه هاي سيناپسي 

TO : سيناپسهايي كه دندريتها به آنها مي توانند متصل شوندكل . 
TTبه اين ترتيب ماتريس اتصالات را به ابعاد          OI   تعريف   *
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CM :ماتريس اتصالات 
 
 ماتريس وزنها-٥. ٢

 سيناپيها، وزن اين اتصالات  علاوه بر چگونگي اتصال دندريتها و     
براي (اتصالات   در اين مقاله دو ماتريس       .نيز حائز اهميت است   

زير  براي تعريف    وزنهاو ماتريس   ) تعريف زير فضاي ساختار   
فضاي وزنهاي شبكه عصبي تعريف مي شود و نيز بين                   

NinOOوروديهاي مجموعه آموزش و پايانه هاي        L1)   ٣شكل (
 .واحد را در نظر مي گيريموزنهاي 
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B :بردار باياس نرونها 

WM :ماتريس وزنها 

وروديهاي نرونها پس از ضرب شدن در وزنهايي كه توسط               
 مشخص مي شود، با ميزان باياس جمع و تابع                Wماتريس  

عمل كرده و خروجيهاي مورد نظر به        عملكرد نرون بر روي آن      
 .دست مي آيد

 
  نمايش يك مثال٦. ٢

 كه داراي     MLPبراي روشنتر شدن موضوع يك ساختار           
مشخصات زير است با استفاده از تعريف مسئله آورده شده              

در بخش نتايج شبيه سازي يك ساختار           ) ٥شكل  . (است
ر بهينه   قابل بيان نيست به عنوان ساختا       MLPپيچيده تر كه با      

 .استبدست مي آيد كه با ماتريسهاي مورد نظر تعريف شده 

 مقادير پارامترها در مثال بالا:١جدول 

 مقدار پارامتر مقدار پارامتر

inN ٤ TI ٢١ 

outN ١ TO ٩ 

numN ٥ WM 9*20 

NinN ٤ CM 21*9 
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]به اين ترتيب با مشخص بودن بردار         ]TiVP     كه در آن  P داده
 مي  iV=0هاي ورودي مجموعه آموزش بوده، مقادير اوليه          

 .  مشخص مي شودoVبنابراين بردار . باشد
 
  الگوريتم بهينه سازي-٣

ماتريس : دو فضاي موثر براي بهينه سازي هم زمان عبارتند از           
لگريتم بهينه سازي ژنتيك با عملگرهاي       وزنها كه بوسيله يك ا     

برش و جهش معمولي، بهبود ميابد، دومين فضاي بهينه سازي             
ماتريس اتصالات است كه با عملگر برش سطري و جهش                

 معمولي ارتقا مي يابند، 
 
 : عملگر برش سطري-۳-۱

همانگونه كه ذكر شد يكي از محدوديتهاي اعمال شده به               
قراري بيش از يك اتصال به هر        مسئله اين است كه اجازه بر      

برقراري بيش از يك    (دندريت در هر نرون دلخواه داده نشود        
اتصال در اين روش ممكن بوده وليكن موجب پيچيده تر              

 بيش از   CMلذا در هر سطر از ماتريس        ). شدن مسئله ميشود  
اتصال وجود ندارد، براي اينكه اين محدوديت برقرار             يك

برش سطري انتخاب و اعمال مي      بماند در اين بخش عملگر      
پس از انتخاب دو عضو جمعيت با           به اين ترتيب      . شود

اول بصورت   CMيك سطر از       جهت برش      cPاحتمال  
انتخاب شده و كليه سطرهاي پس از آن با ماتريس            احتمالی  

 . جايگزين مي شوددوم انتخاب شده 
 
  عملگر جهش سطری-۳-۲

دوديت بالا در عملگر جهش نيز، پس از           برای گريز از مح    
انتخاب سطر مورد نظر در ماتريس اتصالات جهت جهش با            

 کل سطر مورد نظر با سطری جديد که تنها يک            mPاحتمال  
 . در آن که به شکل رندم انتخاب می شود جايگزين می شود۱
 
 نتايج شبيه سازي-٤

 كه قابليت   14ثال عمومي  به عنوان يك م     Macky-Glassسري  
تغيير در ديناميك را داراست، براي مقايسه نتايج شبيه سازي اين           

 :روش با روشهاي رايج پيشين آورده شده است

)(
)(1

)()(
10 tbx

tx
tax

dt
tdx

−
−+

−
=

τ
τ )٧( 

20,1.0,2.0سازيشبيه  در اين    === τba      در نظر گرفته شده 
سيستم را تغيير داده و        ١٥ درجه آشوب   τمقادير بالاتر    . است

نتايج شبيه سازي با روش     ) ٦(در شكل    .ديناميك آن تغيير مي يابد    
.  آورده شده است   Mackey-Glass پيشنهادي در پيش بيني سري     

                                                           
14 -Benchmark 
15 - Chaos 
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 مثالي از يك پرسپترون سه لايه: ٥شكل 



 ٦

براي فرايند يادگيري شبكه    . مشخص است ) ٧(چنانچه در شكل    
 نمونه اول سري به عنموان مجموعه           ١٠٠٠عصبي از تعداد      

 نمونه بعدي به عنوان       ٥٠٠، سپس از       استفاده شده   ١٦آموزش
نتايج شبيه سازي با نتايج      .  استفاده شده است    17مجموعه تست 

ساير كارها از جمله روش شبكه عصبي معمولي چند لايه با                
الگوريتم -، روش شبكه عصبي    (MLP)آموزش پس انتشار خطا      

-Rc-Co) آمده و نتايج با روش پيشنهادي        [3]،(GA-NN) ژنتيك  

Co)    مقادير پارامترهاي در نظر      .قاله مقايسه شده اند     در اين م
متد هم تكاملي همكارانه     . است) ٢(گرفته شده مطابق جدول      

(Co-Co-NN) [5]          كه با تعداد بيشتري نرون انجام شده و مقادير 
بهينه تعداد تكرار آموزش و تعداد نرون در هر لايه مشخص شده            

در سه  .  است است، براي مقايسه با روش پيشنهادي آورده شده        
٦-٢(مورد نخست از يك شبكه عصبي با مشخصات مثال بخش           

استفاده شده است، تا بتوان نتايج شبيه        ) با تعداد يكسان نرون   ) (
 بهينه  (Co-Co-NN)و در روش    . سازي را با يكديگر مقايسه نمود     

كارائي . سازي با صرف تعداد بيشتري نرون صورت پذيرفته است    
 نرون تقريبا برابر كارائي       ٥ر گيري    روش پيشنهاد شده با بكا      

به اين ترتيب روش    .  نرون است  ٥١با تعداد    (Co-Co-NN)روش  
پيشنهادي با بهينه سازي اتصالات بين نروني در استفاده بهينه از            

داده  ttest2  ،Matlabبا استفاده از دستور  .نرونها بسيار موثر است
 بدست آمده   نتايج.  مورد بررسي قرار گرفت     های شبيه سازيها  

 هاي روش پيشنهادي را با يك بازه اطمينان           mseپائين تر بودن   
 .نشان مي دهد% ٩٥

 مي توان ديناميك    Macky-Glassبا افزايش ميزان آشوب سري      
سيستم را آشفته تر كرده، نتايج را بررسي نمود كه بهبود                  
چشمگير روش مورد نظر در دنبال سازي ديناميك سيستم را            

 .نشان مي دهد
 
 
 
 
 
 

 نتايج شبيه سازي با روشهاي مختلف: ٢جدول 

                                                           
16 -Training Set 
17 _Validation Set 

 Specification mse 

MLP 
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1.3602 
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0.403 
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0.405 

 

 
 اتفاقينتايج شبيه سازي روش اتصالات : ٦شكل 

 

 
نمايش قدر مطلق ميزان خطاها در قسمتي از مجموعه تست در : ٧شكل 

  روشهاي مختلف



 ٧

 تكرار در روش      ٥٠نتايج ماتريسهاي بهينه شده پس از تنها             
ماتريس بهينه شده اتصالات،      . پيشنهادي در ادامه امده است       

 . نشان مي دهد) ٨(ارتباطات بين نروني را با ساختار شكل 
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اتصالات بين شكل بهينه شده : 8شكل 
  پيشنهاديتوسط الگوريتمنروني 
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 نتيجه گيري-٥

با نگاهي به ساختار پيچيده و به دور از هر چارچوب منظم در               
مغز انسان، به عنوان يك ساختار بهينه مي توان روشي را براي              

اين . باز نگري ايجاد شبكه هاي عصبي مصنوعي ابداء نمود            
روش كه مبتني بر تكامل همكارانه بوده، ارتباطات بين نروني را           

بر اين اساس   . قا بخشيده و به ساختاري بهينه دست مي يابد         ارت
با تعداد نرون بسيار پائين مي توان در تخمين توابع به خوبي               

نتايج شبه سازي بهبود در تخمين توابع استانداردي         . عمل نمود 
)  با تعداد نرون يكسان   ( برابر   ٤ تا   ٢را از    Macky-Glassمانند  

 .نشان مي دهند
 

  مراجع-٦

[1] K. Peng, S. Ge & C. Wen, An Algorithm to 
Determine Neural Network Hidden Layer Size and 
Weight Coefficients, Proceedings of the 15th IEEE Int. 
Symposition on Intelligent Control, July, pp. 48-54, 
2000. 
[2] Simon Haykin, Neural Network: A 
Comprehensive Foundation, prentice Hall, New 
Jersey, 1999. 
[3] D. Whiteley, Applying Genetic Algorithm to 
Neural Networks Learning, Proceeding of 7th 
Conference of the socity of Artificial Intyelligence and 
Simulation of Behavior, Sussex, England, Pitman 
Pubishing, pp. 320-331, 1986.  
[4] X. Yao. A review of Evolutionary Artificial 
Neural Networks, International journal of Intelligent 
Systems, Vol. 8, pp. 549-567, 1989. 
[5] M. R. Akbarzadeh. M. Trabi., Genetic Searching in 
Finding Preceptron Optimum Weights and Stractur, 
Co.Co.GA Algorithm, 11 th ICEE May 2003, Vol. 1. 
[6] A. Berlanga A. Sanchis, A General Learning Co-
Evolution Method to Generalize Autonomous Robot 
Navigation Behavior, SCA-LAB, Universidad, 30, 
Madrid, SPAIN, 2000 IEEE. 
[7] Potter, M.; De Jong, K. (2000), Cooperation 
Coevolution: an Architecture for Evolving Coadapted 
Subcomponents, Evolutionary Computation, 8(1), 1-29.  
[8] Golberg, D.:Richardson J. (1987), Genetic Algorithm 
with Sharing for Multimodel Function Optimization, 
In Grefenstette (ed.), Proceeding of Second International 
Conference on Genetic Algorithm, pp. 41-49. Lawrece 
Erlbaum Associates. 
[9] Beasly, D.: Martin R.. (1993). A Sequential Niche 
Technique for Multimodel Function Operation, 
Evolutionary Computation, 1. pp. 101-125. 
[10] Garcia, N., Hervas, C., J. (2002). Multi-objective 
Cooperative Coevolution of Artificial Neural 
Networks, Neural networks, 15, pp. 1259-1278. 
[11] Giordana, A. Neri, F. (1996) Search-intensive 
Concept Induction, Evolutionary Computation, 3(4), 
375-416. 
[12] Rosin, C.; belew, R. (1997), New Methods for 
Competitive Coevolution, Evolutionary Computation, 
5(1), 1-29. 
[13] Rivas, V.; Castillo, P. A.; Merelo-Guervos JJ. 
(2002), Evolved RBF Networks for Time-Series 
Forcasting and Function Approximation, J. Merelo 
Guervos et al. editor. Lecture Notes in Computer Science, 
LNCS. Springer-Verlag, pp. 505 September. 
[14] Gonzalez, J.; Ortega, J.; Pomares, H.; Fernandez, F.; 
Diaz, A. (2003) Multiobjective Evolutionary 
Opyimizition of Size, Shape and Position Parameters 
of Radial Basis Function Networks for Function 
Approximation, IEEE Transaction on Neural Network, 
Vol.14, n.6, pp.1478-1495 

   


	ÑæÔí ÌÏíÏ ÈÑÇí Èåíäå ÓÇÒí ÓÇÎÊÇÑ 
	ÑæÔ ÊßÇãá åãßÇÑÇäå
	1-ãÞÏãå


