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Abstract-- Many electric power systems around the world have 
introduced deregulated markets where suppliers of electricity 
can freely compete. Deregulation of the electric power industry 
worldwide raises many challenging issues. Under this 
environment there will be new tasks to be solved. In the 
traditional and also new structure of the power industry, 
accurate short and long term load forecasting have been crucial 
to the efficient and economic operation of the system. However 
in the environment of a deregulated power market, various 
decisions require accurate knowledge of future spot prices for 
electricity. To buy or sell physical electricity, to offer a 
transaction to the market, or to analyze security of the network 
are examples of transactions that can rationally be made only 
with an idea of future electricity prices. Therefore, forecasting 
of the Market Clearing Price (MCP) is becoming increasingly 
relevant to different market players and system operator.  

This paper introduces a new forecasting method that 
forecasts the next-day electricity price and the electricity load 
based on Cooperative Co-evolutionary (Co-Co) approach.  The 
proposed method is applied to predict the MCP and the load in 
a real power market. The results of the new method show 
significant improvement in the load and price forecasting 
process.  

Index Terms-- Price forecasting, Load forecasting, 
Deregulation, Electric power markets, Artificial neural 
networks, Cooperative Co-evolutionary. 

I. INTRODUCTION 

Electricity utility industries of many countries are 
undergoing a fundamental transformation from regulated 
and monopolistic to deregulated and competitive industry. 
The economic restructuring is bringing new problems to 
solve, especially in area of operation and planning of power 
systems. From a supplier's viewpoint, forecasting the 
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electricity price is a major issue in the bidding process. The 
price forecasting plays an important role for all of market 
players and system operator who is responsible for 
reliability and security of the system. With this recent effort 
by many governments in development of open and 
deregulated power markets, research in forecasting methods 
is getting renewed attention [1-3]. 

Classical methods and intelligent methods in prediction 
such as Time-series methods and artificial neural networks 
can be used to predict the MCP. Application of time-series 
prediction can be found in the areas of economic and 
business planning, weather forecasting, signal processing, 
control, electrical load forecasting and recently in electricity  
price forecasting [1].  

Neural networks have been widely used in many 
forecasting problems, including load and market clearing 
price predictions for power systems. The applications of 
neural network techniques to the system load forecasting 
were explored extensively in [4,5]. A modular General 
Regression Neural Network (GRNN) is used to predict the 
next day’s 24 hour spot price or marginal price [6]. The 
GRNN was originally developed in statistics literature by 
Donal Specht [7]. 

Based on analysis of the time series corresponding to the 
market clearing price and the electrical system load and also 
computing of the autocorrelation coefficients of these series, 
the following factors can be considered as input variables 
for price and load forecasting: 

1) Available historical  price and load  
2) System operating conditions 
3) weather conditions and temperature values  
4) Fuel  Prices 
5) Hour, weekday, season indices 
6) Holidays, weekend days 
 
It is found that the MCP time series in the electricity 

market behaves as a chaotic process with special properties. 
Fig.1 illustrates the hourly MCP values and hourly load 
values over two weeks, namely 1-14 May 2004 in New 
England power market. 

 
 Based on this figure, it can be found: 
• The daily load curves have similar patterns. 
• The daily MCP curves are various and fluctuating. 

Ali Karsaz, Habib Rajabi Mashhadi and R. Eshraghnia 



 

• There exit some abrupt changes in the MCP curves. 
• The MCP and load values are low at late night. 

 
 The MCP values usually reach their peaks at around 9 
AM and 20 PM. 

 
Fig. 1.  MCP and Load Values in1-14 May 2004 in New England power 

market 
 

The rest of this paper is organized as follows. The 
Cooperative Co-evolutionary basic idea which used to build 
our forecast model is briefly introduced in section II.  
Section III introduces the classical and intelligent forecasting 
methods which applied to predict system load and the MCP. 
The training and implementation of the proposed method are 
discussed in section IV. The results of the proposed method 
and other methodologies are compared in section V. Section 
VI provides some relevant conclusions. 

 

II. COOPERATIVE CO-EVOLUTIONARY 
DEFINITION 

Cooperative co-evolution [8] is an extension of traditional 
Evolutionary Computation. This approach involves multiple 
subpopulations, each dealing with a different set of the 
parameters of the problem under analysis. Some of the key 
aspects to bear in mind when developing a cooperative co-
evolutionary procedure are as follows: 

1. Decomposition of the problem – This task consists of 
determining the optimum number of subcomponents, as well 
as the role of each one. Obviously, it would depend on the 
problem under analysis. 

2. Credit allocation– A value is allocated to each 
individual according to its contribution to the final solution. 

3. Population Diversity – In cooperative co-evolutionary 
strategy, maintaining diversity in the population is very 
important and fitness sharing [8] or niche techniques [9] can 
be employed for this purpose. 

The subcomponent credit allocation is determined through 
multi-objective cooperative co-evolutionary techniques, 
which measures factors such as their efficiency and 
complexity. Some papers that apply cooperative co-
evolution to design neural networks are expressed in 
[10,15,17]. This paper deals with two different subspaces, 

namely Load prediction subspace and price subspace. 

III. FORECASTING METHODS 

There are several methods for load and price forecasting. 
They have been classified into following categories: 

A. Regression Model 

One approach to predict the market behaviors is 
regression. The basic idea is to use the historical prices and 
other information such as load, load forecast, temperatures, 
etc. to predict the MCP supposed that, 

)1( ,,, 21 >pxxx pL are independent random variables. 

The output of the linear regression model y  is obtained as: 

ε++++= pp xbxbby L110  where ),0( 2σN denote 

the usual Gauss Distribution, pbbb ,,, 10 L are unknown 

constants, ε  is a random variable with Gauss distribution, 
i.e.    ),0( 2σε N≡ [3]. The most important task here is to 

choose the input variables, pxxx ,,, 21 L , so as to achieve 
best price forecasting. We can use the "Lscurefit" command 
of Matlab to apply this forecasting model. 

B. BP Neural Networks Structure 

A well-established nonlinear regression method is 
artificial neural network. Multi-layer Preceptron (MLP) 
feed-forward neural networks are used widely, usually called 
BP (back propagation) networks. The back propagation 
mechanism is used for training of these networks. There are 
several papers on determination neural networks structures 
(number of hidden layers and their corresponding weights) 
[14][18].  It has been proved that almost any finite 
dimensional vector function defined on a compact set can 
approximated to any specified accuracy by a MLP network if 
there are enough data, number of hidden layer units and 
enough computational resources [13].  

C. Neural Networks with Genetic Algorithms  

In BP, the global minimum may not be obtained and only 
a set of nearly optimal weighting coefficients can be found. 
To find global optimal solution corresponding to the 
weighting coefficients, Genetic Algorithm (GA) applied to 
solve the problem [12]. In this method, weights and biases 
are defined as a string in GA population and fitness of each 
individual defined as follow: 
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and pY is the network output vector [12][13]. 

D. Recurrent Neural Networks structure 

The recurrent neural network (RNN) has been used to 
forecast the locational marginal price (LMP) [19].  In RNN, 
a neuron’s output is conducted as a feedback to its input. Fig 
2 illustrates the RNN structure. In this paper, the RNN is 
utilized to train the correlations between the LMP values and 
the system conditions. Three RNN were presented for 
forecasting the LMP  on weekdays, Saturdays and Sundays.  

Fig. 2.  The RNN for forecasting LMPs 

E. Generalized Regression neural networks 

Generalized regression neural networks are a kind of 
radial basis network that is often used for function 
approximation. GRNNs can be designed very quickly by 
using "Newgrnn" command of Matlab. In this approach, a 
modular General Regression Neural Network based on 
nonlinear regression theory for function approximation is 
used to predict the next hour spot price. GRNN is a 3-layer 
network that has an input layer, hidden layer consisting of at 
least one node for each presented pattern and an output layer 
[6,7]. The transfer function for this paradigm consists of a 
parameter called a smoothing factor, instead of a learning 
rate and momentum. This smoothing factor provides the 
same service as the learning rate and momentum in 
determining how tightly the data will match the predictions 
or fit the curve.     

F. Fuzzy-Neural approach 

The spot price forecasting in this approach is based on 
two components as shown in figure (3), [6]. The first 
component is the load forecasting component based on the 
fuzzy inference method and the second component is the 
spot price prediction component based on an artificial neural 
network. Using data analysis, it is evident that the daily load 

curve shows a definite pattern based on the season of the 
year, day of the week and temperature as shown in figure 
(3).  

 

 

 

 

Fig. 3.  Fuzzy –neural system for the price prediction 

IV. THE PROPOSED CO- CO METHOD 

This paper introduces a new methodology using Co-Co to 
predict efficiently the price and load. Figure (4) shows two 
spaces for this prediction process.  

 
 
 
 
 

 
 
 
 
 

 
 
 

Fig.  4.  Proposed method for the price and load prediction 
'q : Inputs of load prediction subspace from price prediction subspace 

'k : Inputs of price prediction subspace from load prediction subspace  
 
 

The proposed spot price and load forecasting method is 
based on two components. The first component is the load 
forecasting component and uses GRNN structure and the 
second component is spot price predicting component based 
on an artificial neural network.  

In the presented Co-Co algorithm, each subsystem 
evolves with last updated inputs as shown in  figure (4). 
Number of inputs in each subspace is determined by 
computing of the correlation coefficients and the 
autocorrelation coefficients that discuss later. 
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V. RESULTS 

The data of New England electricity market in February 
and March 2004 is used as a testing data set [20]. 

 Table I. illustrates the autocorrelation coefficients for 
both price and load time series and also correlation 
coefficients between Price-Load for different lag step of 
time. The desired forecasting horizon for both price and load 
time series is considered seven hours, i.e. k and q are equal 7 
(q=7, k=7). The proper values for the other parameters, 

'' ,,, qnkm , should be selected based on correlation analysis. 
Using illustrated results in the table I., proper values for 
these parameters will be: 3,3 ' == kn , 3,4 ' == qm . In 
fact the parameters selected so that their correlation values of 
corresponding quantities be lager than 0.5. As the table 
shows, the autocorrelation coefficients of the Load are larger 
than their corresponding price values. Therefore, it is 
expected the load forecasting results be more accurate than 
the price forecasting.   

A sample of 800 points from the above explained data set  

was used in this study for both load and MCP time series. 
The first 600 points of data are used as training data and the 
rest 200 points used as the test set to validate method. The 
obtained results of the proposed method and other 
methodologies are compared at the table II based on 
following performance indices: 

• The mean absolute error (MAE)  
• The mean absolute percent error (MAPE) 
• The standard deviation of error (STD or σ ) 

These criteria are defined mathematically as follows:  
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where ix  and ix
∧

 are the actual (load or price) and forecasted 
data  respectively, and N is number of  the forecasted data . 

 
As table II shows the forecasting process has been done 

using five different ANN structures. The first and second 
methods use a MLP structure. However, in computing of 
weighting coefficients two different methods are applied. 
The first network uses BP mechanism but the weighting 
coefficients of the second network are computed using 
genetic algorithm. The third network is designed based on 
fuzzy-neural approach. GRNN structure is another method 
which selected for the comparison of the results and 
evaluating of the proposed method. The training and test 
data sets are the same for all methods. The values of 
performance indices which defined in this section for each 
method illustrated in table II. These values are computed 
based on all points in both training and test sets (800 points). 
Figure (5) shows the predicted and desired values of the 
price for one step prediction. The difference is only apparent 
on finer scale (Figure 6). Also, figure (7) shows the 
predicted and desired values of load for one step prediction 
based on the proposed method. 

When proposed method compared with other methods, 
significant improvement can be observed in all performance 
indices. In the other word forecasting results show that this 
approach is more accurate than conventional techniques 
which introduced before. 

 

Fig. 5. Proposed method simulation results, price forecastin 
 
 

 
Fig. 6.  Proposed method simulation results, price forecasting (finer scale) 

TABLE I 
 THE CORRELATION COEFFICIENTS BETWEEN PRICE AND LOAD 

SAMPLES 
Seven  
step 

Six   
step 

Five  
step 

Four  
step 

Three  
step 

Two  
step 

One  
step 

Zero 
step  

0.36 041 0.45 0.51 0.54 0.63 0.79 0.85 Price-Price 

0.01 0.03 0.09 0.25 0.41 0.57 0.69 0.71 Price-Load 

0.35 0.42 0.45 0.55 0.60 0.72 0.78 0.87 Load-Load 



 

 
 

 
Fig. 7.  Proposed method simulation results, load  forecasting (one step 

prediction) 
 

TABLE II 
COMPARING ERROR VALUES BETWEEN DIFFERENT METHODS 

Price forecasting Load forecasting  
Method Specification STD 

($) 
MAE 

($) 
MAPE

(%) 
STD 

(MW)
MAE 
(MW)

MAPE
(%) 

1 MLP-BP 
7Layer2-Neuron
10Layer1-Neuron

2

=
=

− layer  

5.38 4.20 9.01 69.75 56.50 2.60 

2 MLP-GA 

2000;number-generation
7Layer2-Neuron
10Layer1-Neuron

2

=
=
=

− layer  

5.18 4.1 7.01 68.75 47.50 2.30 

3 Fuzzy-
Neural 1.0number-spread

Prediction Pricefor  GRNN
Prediction Loadfor  LogicFuzzy 

=
 

4.68 3.51 6.01 67.75 44.50 2.20 

4 GRNN 1.0number-spread =  4.15 2.65 5.73 65.10 38.46 1.98 

5 CO-CO 

1.0number-spread
7Layer2-Neuron
10Layer1-Neuron

:     2

=
=
=
eachforsubspaces  

3.89 2.04 4.47 54.32 24.58 1.29 

VI. CONCLUTIONS 

In this paper a new methodology using Cooperative Co-
evolutionary (Co-Co) introduced to determine the weighting 
coefficients of the neural networks. The structure of the 
network designed based on correlation between the price and 
load time series. To show the applicability of the proposed 
method the actual data are used from the deregulated market. 
This approach is able to efficiently forecast the MCPs, & load 
in comparison with the other methods. The new method has 
shown to be able to improve the results in about 5-25% at 
confident interval 95% than the other algorithms. 
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