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AllLessons = Set of all lessons that students of this lesson have took ; //(All Features)
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List1 = Percentage of students that take each lesson, sorted in non increasing order;
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Thresholds1 = Distinct elements of List1;// 5,1 S5 6 &y see 4) Cnd olis

for i:=1 to length(Thresholds1) do
begin

MaxSet= Set of Lessons that percentage of students that take them > Thresholds1[i];
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List2 = Percentage of students that don’t take each lesson, sorted in non increasing order;
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Thresholds2 = Distinct elements of List2;// )| S5 8 &y g0 & Yo jole

for j:=1 to length(Thresholds2) do
begin

MinSet= Set of Lessons that percentage of students that don’t take them > Thresholds2[j];
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SelectedFeatures = AllLessons — (MaxSet U MinSet);

Clusters=FuzzyC-Means(SelectedFeatures);

if ClusteringEvaluation(Clusters) is better than previous clusters then

begin
BestClusters = Clusters;
BestThreshold1 = Thresholds1[i];
BestThreshold2 = Thresholds2[j];
end; // endif
end; //end forj
end; // endfori

Sl i Bl eager OBl 1y waps o & WS
ol whiil dpys L AiL BestThresholdl

5 <o 3T 6l sl luie BestThreshold1lgs! s
S dals codif 5l sl jluis BestThreshold2

0.3\ B L;vl::}%i.:h Loy 6@})3 66""‘ 0.3| @



: Few  "Medium’ ' fdary
s j: { R
(g] . E
i & 4 B & HiR}

g m Oledils 035 $2555 (b Ulie Coede 4z > -8 JSKS

Bad, ,M& © byl Performance pb L &>
A3 NotBad, Medium, Good, Excellent
ool Ctx““)ﬁsf Sl ol s 5l 5l (gl
SV

If IDChanging is Few) and (Density is High)
and (ClustersDistance is Good) and (N1PerN2
is Suitable) then (Performance is Excellent)

If (IDChanging is Few) and (Density is High)
and (ClustersDistance is Good) and (N1PerN2
is Middle) then (Performance is Good)

If (IDChanging is Few) and (Density is High)
and (ClustersDistance is NotBad) and
(N1PerN?2 is UnSuitable) then (Performance
is NotBad)

If (Density is Low) and (ClustersDistance is
NotBad) and (N1PerN2 is UnSuitable) then
(Performance is Bad)
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