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 دهیچك

 یهفتگ یزیر از مسائل مهم برنامه یكی( یبند كلاسه)ت یپرجمع یان كلاسهایك دانشجویتفك
ان ارائه شده، كه در آن یك دانشجویدر تفك یدیتم جدین مقاله الگوریدر ا. باشد یم یدروس دانشگاه

ان انجام یمناسب دانشجو ی،  جداسازیبند خوشه یارهایمعها و  داده یتیدِ بیش جدیك نمایبا 
. شود یم یان در برنامة هفتگیزان تداخل دروس دانشجویك باعث كاهش مین تفكیا. ده استیگرد
سپس با . شوند یم میدسته تقس kان به یدانشجو ین فازیانگیم-k یبند استفاده از خوشه با ابتدا

 یزان هم ورودیزان متراكم بودن هر خوشه، میها، م اكز خوشهزان دور بودن مریم یارهایتوجه به مع
 یبند ، ارزش خوشهیك تابع فازیها و با استفاده از  ان هر خوشه و نسبت ابعاد خوشهیبودن دانشجو

د یآ یان بدست میك دانشجوین تفكیمناسب، بهتر( دروس)یها یژگیبا انتخاب و. شود ین مییتع
، یشنهادیتم پیالگور ینشان دادن كارائ یبرا(. یفاز یبند خوشهو  یشنهادیپ یبر اساس تابع فاز)

تم یبا اعِمال الگور. ك انجام شده استیتم ژنتیان با الگوریدروس دانشجو یهفتگ یزیر برنامه
بر اساس سال ورود،  ی، نسبت به فرم خوشه بندیواقع یها از داده یا مجموعه ی، رویشنهادیپ

تواند در  ید ارائه شده میوه جدیش. افته استیكاهش % 8بطور متوسط  یتعداد تداخلات درس
 .ردیمورد استفاده قرار گ یدروس هفتگ یزیر مسئله برنامه یها تمیاز الگور یاریبس

 
دروس، انتخاب  یزیر ان، برنامهیدانشجو ی، جداسازی، تابع ارزش فازین فازیانگیم-k یبند خوشه :یدیكل كلمات

 .كیتم ژنتیمناسب، الگور یها یژگیو
 

 مقدمه -1
  (TT)ا دانشگاهیك گروه ی  یدروس هفتگ یزیر مسئله برنامه

از  یك سریعبارت است از انتساب جلسات دروس، به 
ط یاز شرا یا كه مجموعه یو اتاقها به نحو  یزمان یها بازه

ازمند ین“ ، معمولایدست یزیر برنامه. مختلف برآورده گردد
 یلیمكن است به دلاخته شده میروزها كار بوده و برنامه ر

شوند  یدا میپ یانیدانشجو“ به عنوان مثال عموما. مطلوب نباشد
از دروس، قادر به  یهم افتادن جلسات بعض یكه به علت رو
ن مسئله جزو یا یبه علاوه شكل كل. باشند یانتخاب آنها نم

ل ذكر یبنا به دلا. رود یبه شمار م NP-Completeمسائل 
دروس  یزیر برنامه یخودكارساز یبرا یاریبس یشده تلاشها

                                                                 
1  Timetabling (TT)– Timetable Construction (TC) 
2  Time Slot 

شتر یب. رفته استیصورت پذ
 یقات انجام شده مبتنیتحق

- [ یتكامل یتم هایبر الگور
، ]1 -6[كیتم ژنتی، الگور]5

 یساز هی، شب]6 -1 [گرافها
، ]8 ، 1 [  یدیتبر

، ]  -1 [تابو  یجستجو
، ]  [ یعصب یها شبكه
  یو ابتكار یبیترك یها وهیش
-1 [ 5CLPو  ]6 -  [

                                                                 
   Simulated Annealing 
   Hybrid and Heuristic Methods 
   Constraint Logic Programming 
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 انیدانشجو

 . باشد یم ]  [ها  و اجتماع مورچه ]  
به صورت  یكلاس یزیر  برنامه یها تمیروال معمول الگور

 . باشد یم  شكل
از مسائل مهم مسئله  یكی

ك یدروس، مسئله تفك یزیر برنامه
ت یپرجمع یان كلاسهایدانشجو

ك مناسب یتفك. باشد یم
ت یك كلاس پرجمعیان یدانشجو
تر در ا چند كلاس كوچكیبه دو 

از  یكاهش تعداد تداخلات ناش
هم افتادن دروس مورد  یرو

. ان، موثر استیانتخاب دانشجو
از مقالات ارائه شده  یفقط معدود

ن مسئله ی، ایزیمسئله برنامه ر یبرا
-6 [اند را مورد توجه قرار داده

 یزیز همچون مسئله برنامه رین مسئله نیا .]  و1 ،   
با . ]5 [باشد یم NP-Completeك مسئلة یدروس  یهفتگ

روال كار به  یكلاس یزیر ن مسئله به مسئلة برنامهیاضافه كردن ا
 .در خواهد آمد  صورت شكل 

ان ارائه شده، یك دانشجویدر تفك یدیتم جدین مقاله الگوریدر ا
 یارهایها و مع داده یتیدِ بیش جدیك نمایكه در آن با 

.  ده استیم گردان انجایمناسب دانشجو ی،  جداسازیبند خوشه
بر  یمبتن یهفتگ یزیر ستم برنامهیك سی، در یشنهادیتم پیالگور
 .خود را نشان داده است ییك كارایتم ژنتیالگور

دروس  یزیر از مسئله برنامهیه مورد نیف اولیدر بخش بعد تعار
به   بخش . م نمودیان خواهیان را بیك دانشجویو مسئله تفك

به  ینگاه  در بخش . دازدپر یانجام شده م یكارها یبررس
را  یشنهادیستم پیداشته و در بخش پنجم س یفاز یخوشه بند

 یج اجرا روینتا یز به بررسین بخش نیآخر. م نمودیان خواهیب
ش انتخاب ترم دوم سال یاخذ شده از پ یواقع یداده ها
ت معلم سبزوار یدانشگاه ترب یاضیگروه ر  8- 8 یلیتحص

 . افته استیاختصاص 
 

 انیك دانشجویدروس و تفك یزیمه ربرنا -2
ط یها و شرا ان، تعداد دروس، رشتهیش تعداد دانشجویبا افزا
د و یاسات یقابل قبول برا یك برنامه هفتگیجاد ی، ایزیر برنامه

 یمختلف یها یفرمولبند. خواهد شد یان، كار مشكلیدانشجو
اخذ  ]6 [ر از یز یفرمولبند. ن مسئله ارائه شده استیا یبرا

 : است شده
را به  cijو  tip. میدار یبازه زمان Pرخداد و  Eد یفرض كن
 :میكن یف میر تعریصورت ز

tip  : اگر رخداد  ك استیبرابرi  در زمانp شده  یزمانبند
 .ن صورت صفریر ایدر غ. باشد

cij   :ان مشترك دو رخداد یتعداد دانشجوi  وj. 
رخداد  كیك درس، یدروس هر جلسة  یزیر در مسئله برنامه

د فقط و یقابل قبول هر رخداد با یك برنامه هفتگیدر . باشد یم

به علاوه اگر دو رخداد در (.  معادله . )ك بار آمده باشدیفقط 
با هم داشته باشند  ید تداخلیاند، نبا قرار گرفته یك دوره زمانی
 (.  معادله )
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مم بودن تعداد كل ینی، شرط م معادله  یمعمولاً به جا

مسئله  یط اصلیمدل فوق شرا. شود یتداخلات در نظر گرفته م
لحاظ كردن  یقابل توسعه برا یاما به آسان. كند یف میرا توص

ط یط به دو دسته شراین شرایعموماً ا. باشد یط میگر شراید
هستند  یط سخت آنهائیراش. ]1[شوند یم میسخت و نرم تقس

كه در صورت عدم برآورده شدن آنها، برنامه قابل قبول نخواهد 
 :بود مانند

 قرار گرفته  یك دوره زمانیفقط در  یهر جلسه درس
 .باشد

 ك درس نداشته یشتر از یب یهر استاد در هر دوره زمان
 .باشد

 ك درس نداشته یشتر از یب یدر هر اتاق در هر دوره زمان
 .میباش

 د در نظر گرفته شده باشدیاسات یخال یانهازم. 
ت آنها موجب بهتر بودن یهستند كه رعا ییط نرم آنهایشرا

 :برنامه خواهد شد، مانند
 در برنامه  یخال ید فضاهایز همانند اساتیان نیدانشجو

 .پسندند یخود را نم
 هفته پخش شده باشند یدر ط یدروس به صورت مناسب. 
 ستیعد از ظهرها مناسب ندروس در ب یبعض یریقرار گ. 
  ینیشتر از سقف معیا دانشجو در هر روز بیهر استاد 

 .درس نداشته باشد
 یزیر ن مسئله و مسئله برنامهیار ایبه لحاظ شباهت بس

 ین روش خود برایاز محقق یاریك دانشگاه، بسیامتحانات 
 8و   [اند ان نمودهیرا با مسئله دوم ب یهفتگ یزیر مسئله برنامه

 .]  -1 و
آنها را انتخاب  یادیان زیهستند كه دانشجو یمعمولاً دروس

( بخش)ا چند كلاس یبه دو  ین درسیك چنیك یتفك. كنند یم
 :ت استیل حائز اهمیكمتر به سه دل یبا تعداد دانشجو

 دانشگاه یت معمول كلاسهایت ظرفیرعا. 
 نفر  61مثلا سقف )  یقرارداد یت سقف كلاسیرعا

 (.یدروس تخصص ینفر برا 1 و  یدروس عموم یبرا
 تواند  یا چند كلاس میك كلاس به دو یم مناسب یتقس

به . ان را كاهش دهدیتعداد تداخلات دروس دانشجو
ان دروس یك گروه از دانشجوید یعنوان مثال فرض كن

k1  وk2 گر دروس ید یو گروهk1  وk3  را انتخاب
ك جلسه از یو  pدر زمان  k2ك جلسه از درس ینموده و 

ن حالت یدر ا. قرار داده شده است qدر زمان  k3رس د



قرار  qا ی p یك از زمانهایچ یتواند در ه ینم k1درس 
ان دو گروه، به ی، بسته به دانشجوk1اما اگر درس . ردیگ

و  pتواند در زمان  یك كلاس میم شود، یدو كلاس تقس
ك یكسان بودن اندازه هر ی. ردیقرار گ qدر زمان  یگرید

 .]1 [باشد یز قابل توجه میا نه از بخش
ر مسئله از مسئله یك زیبه عنوان  6انیك دانشجویمسئله تفك

 :شود یف میر تعریمورد توجه بوده و به صور ز یزیبرنامه ر
ان هر دوره به یداده شده، دانشجو یك برنامه هفتگی یبرا”

مم ینیاز كلاس منتسب شوند كه تعداد تداخلات م یبخش
 .]  [“گردد

 یان به بخش هایدانشجو ین گروه بندیدن بهترداكریپ”
 .]1 [“ كلاسها

 
 انجام شده یكارها -3

مسئله  یبرا یادیقات زیهمانگونه كه در مقدمه ذكر شد تحق
ن یبا توجه به آنكه ا. انجام شده است یدروس هفتگ یزیر برنامه

ر مسئله یك زیان، به عنوان یك دانشجویمسئله تفك یمقاله رو
ن قسمت، به یرد، مرور انجام شده در اه دایتك TTمهم از 

ز مد نظر قرار ین مسئله را نیمعطوف است كه ا یقاتیتحق
 .اند داده

Selim  كاهش عدد  یرئوس گراف برا 1یده جداسازیا ]6 [در
ان یدانشجو یجداساز ینموده و آنرا برا یگراف را معرف 8یفام

 انیك دانشجویك راس مشابه تفكی یجداساز. بكار گرفته است
 یتوانسته است عدد فام Selimوه ین شیبا ا. باشد یك درس می

كاهش   به  8س تداخل دروس را از یگراف متناظر با ماتر
از ین ین دروس فقط به سه بازه زمانیا یزمانبند یبرا یعنی. دهد
 .است
و  یزیر هر دو مسئله برنامه یتابو برا یاز جستجو ]1 [در
تابو در  یجستجو .ان استفاده شده استیك دانشجویتفك

ك ی( الف: )ر داردیف  زیاز به تعاریدروس ن یزیر مسئله برنامه
ه، یو روال انتخاب همسا یگیرابطه همسا( ب)جواب ممكن، 

. نیجواب آغاز( د)مم شود، ینید میكه با یتابع هدف( ج)
. م شده اندینرم و سخت تقس یها ها به دسته تیمحدود]1 [در
ف یسخت تعر یت هایحدودك جواب ممكن بر اساس میاما 

ن صورت اولًا مجموعه یر ایچرا كه در غ. نشده است
نباشد،  یط صدق كنند اگر خالیشتر شرایكه در ب ییها برنامه

وسته بودن یبر پ ینیاً تضمیكوچك باشد و ثان یلیممكن است خ
ن یبه هم. حالت مسئله  وجود نخواهد داشت یگراف فضا

ل یتعد یب ممكن مقدارك جوایف یشان تعریل در كار ایدلا
دروس  یخاص دارا یك دوره زمانیكه در  ییها شده و برنامه

 یز به عنوان جوابیان مشترك باشند، نیا دانشجویبا استاد 
شامل  sاز جواب  N(s) یگیهمسا. شوند یرفته میممكن، پذ

                                                                 
6 Student Sectioning - Grouping Subproblem – Student 

Scheduling 
   Splitting - Subdividing 
   Graph Chromatic Number 

با انتساب درس  sتوانند از جواب  یاست كه م ییها تمام برنامه
c یبه دوره زمان t یه هاین همسایتم از بیالگور. ندیست آبد 

تابع هدف بكار . كند ینها را انتخاب می، فقط بهتریجواب فعل
د یان و اساتیدار تعداد تداخلات دانشجو رفته مجموع وزن

 .باشد یم
تابو استفاده  یز از جستجویان نیك دانشجویمسئله تفك یبرا

. باشد یاستوار م ]  [شان بر اساسیكار ا یوه كلیش. شده است
ك برنامه یكلاسها منتسب شده و  یها ان به بخشیابتدا دانشجو

در هر دور ابتدا  یبه صورت تكرار. شود ید میه تولیاول یهفتگ
به  یان در دور قبل، برنامه هفتگیدانشجو یبند بر اساس گروه

ن برنامه یسپس با ا. شود یمنظور كاهش تداخلات اصلاح م
نظور كاهش تعداد تداخلات ان به میدانشجو یبند د گروهیجد

 . شود یاصلاح م
( الف: ر استیبه صورت ز ]  [بكار رفته در یوه كلیش

ا یجاد یابتدا ا: ك حلقهیدر ( ب 1انیه دانشجویاول یجداساز
 یه سازیبر شب یمبتن یوه ایبا ش) یبهبود برنامه هفتگ

ن یان بر اساس ایدانشجو یو سپس اصلاح زمانبند( 1 یدیتبر
كه  ینیر محققیبرخلاف سا(.   یبر گراف دوبخش یمبتن)برنامه 

دروس را فقط به صورت  یها ان به بخشیانتساب دانشجو
دهند،  یانجام م یجاد جدول برنامه هفتگیدر كنار ا یتكرار

Lewandowski هدف . ز انجام داده استیه را نیاول یجداساز
با )دروس  یان به بخش هایه انتساب دانشجویاول یاز جداساز
ك جدول برنامه یاست كه منجر به  یبه نحو( نفر Bسقف 
نجاست كه در یاما مشكل ا. ن تعداد تداخل شودیبا كمتر یهفتگ

 یشان برایا. باشد یدر دست نم یابتدا جدول برنامه هفتگ
 :نموده است یه دو روش را بررسیاول یجداساز

ن یب دلخواه به اولیك ترتیان با یانتساب دانشجو: راه اول
 .شدهبخش پر ن
 یگراف بخش ها با خوشه بند یمم كردن چگالینیم: راه دوم
روال . ه به هم استیآنها شب یكه برنامه درس یانیدانشجو

ب است كه در ین ترتیبوده و به ا ین مرحله اكتشافیا یاصل
ن درس انتخاب شده و یتر یك حلقه، عمومیهر مرحله از 

ن درس مشترك ین درس و چندیدانشجو كه ا Bحداكثر 
 یر دروس مربوطه قرار مینظ یها گر دارند، در بخشید
 .رندیگ
وه دوم یدهد كه استفاده از ش یج ارائه شده نشان مینتا

وه اول، به صورت متوسط تعداد یه، نسبت به شیاول یجداساز
 . ]  [ت داشته استیدر نها یتداخل كمتر

 
 یفاز ین مقاله از خوشه بندیدر ا یشنهادیوه پیاز آنجا كه در ش

ان استفاده شده است، بخش بعد به یك دانشجویتفك یبرا
 .ن موضوع اختصاص داده شده استیبر ا یمرور

 

                                                                 
9  Initial Sectioning 
10  Simulated Annealing 
11  Bipartite Graph 



 ین فازیانگیم c یبند خوشه -4
در بحث . رود یمختلف در علوم بكار م یبه معان   یبند خوشه
. رود یشمار م به   ل دادهیتحل ینوع   بدون راهنما یبند طبقه

با . وجود دارد یبند وشهخ یدر علوم برا یمتعدد یكاربردها
 یفاز یبند ، خوشه161 پروفسور زاده در  یفاز یتئور یمعرف

 یمتعدد یفاز یخوشه بند یكه روشهایز شكل گرفت بطورین
 شنهاد شدیپ
 . ]5 و  [ 

 :]6 [شوند یم میبه دو دسته تقس یفاز یبند خوشه یروشها
 (hierarchical)       یسلسله مراتب -الف
 (non hierarchical) یاتببدون سلسله مر -ب
. است یاز نوع بدون سلسله مراتب ین فازیانگیم c یبند خوشه

 cدر نوع  یستند ولیها ثابت ن تعداد خوشه یدر نوع سلسله مراتب
 یابتدا مراكز 5 ین قطعیانگیم cدر . ثابت است ین فازیانگیم

كند یكه به آن مراكز نزد ییها در نظر گرفته شده، سپس نمونه
د محاسبه ین جدیانگیابند و در مرحلة بعد می یماختصاص 

ر قابل ملاحظة مراكز ادامه یین روند تا عدم تغیشود ا یم
 .ابدی یم
 

 ]33و34[استاندارد  ین فازیانگیم c یخوشه بند
 

باشند،  یژگیو p یئ دارایش nاگر  
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  بردار

خوشه  cرا به  اءین اشیم ایام بوده و خواسته باش kئ یش یژگیو
هر  یبرا یفاز یم، خوشه بندییبه صورت مناسب منتسب نما

 Uد یفرض كن. ردیگ یبه هر خوشه در نظر م یزان تعلقیئ میش
ئ را به هر كلاس یباشد كه تعلق هر ش n*cس یك ماتری
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م به یمتراكم دار یها ن فاصله حداقل شود، آنگاه خوشهیاگر ا
ا به عبارت ی. ز كم استیها ن گر خوشهیكه تعلق آنها به د ینحو

مم كردن تابع ینین میبنابرا. ها از هم دور خواهند بود بهتر خوشه
 .شود یمتراكم و دور از هم  م یها جاد خوشهیمنجر به ا یئیش

                                                                 
12  Clustering  
13  Unsupervised Classification 
14  Data Analysis 
15 Crisp 

. پردازد یم U,Vبه محاسبه   FC (Fuzzy C-mean)تم یالگور
 :شود ینجام مر این كار با مراحل زیا
 یبطور اتفاق V وU د یتول(  
را حداقل كند، بر اساس  یئیكه تابع ش یا نهیبه Uمحاسبة (  

 :ریمعادله ز
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 .شوند یتكرار م یئیتابع ش ییتا همگرا  و  مراحل 
 

 یشنهادیوه پیش -5
شتر از یش انتخاب بین كار از اطلاعات مربوط به پیدر ا
تم یالگور یج اجراینتا. دانشجو استفاده شده است11 
ن مجموعه یا یرو ]6MUAS ] 8 یسلسله مراتب یبند خوشه
ت مطلوب یپرجمع یان كلاسهایك دانشجویتفك یها برا داده

تم در ابتدا هر دانشجو به عنوان ین الگوریبر طبق ا. نبوده است
ماندن فقط دو  یسپس تا باق. شود یك خوشه در نظر گرفته می

هت با هم ادغام ن شبایشتریدسته، در هر مرحله، دو خوشة با ب
ن تعداد دروس یانگیار شباهت دو دسته، میمع. شوند یم

 یاز آنجا كه هر كلاس ممكن است حاو. باشد یمشترك آنها م
ان، یگر دانشجویبا د یباشد كه از نظر اشتراك درس یانیدانشجو
ك دسته یتم آنها را در ین الگوریگران باشند ایدور از د یها نمونه

به . دهد یگر را در دستة دوم قرار میان دیدانشجو یو تمام
دانشجو  6 ك كلاس با ی یرو یساز هیج شبیعنوان مثال نتا

ن روش یلذا ا. شده است ییتا 5 و   منجر به دو دستة 
ن مسئله یمناسب ا -ار شباهتین معیحداقل با ا – یبند خوشه

 .ستین
 یماً برایان، مستقیش انتخاب دانشجویاز پ یشنهادیوه پیدر ش
هر دانشجو  یها یژگیبردار و. استفاده شده است یبند خوشه

اگر تعداد كل . باشد یبه تعداد كل دروس م یه منطقیك آرای
بوده و  Pان كلاس مربوطه یدروس انتخاب شده توسط دانشجو

Vi  یدانشجو یژگیبردار و i میام باشد، دار: 
 

 otherwise 0 , lesson  selects student  if 1; 

,...,
1

jiV

VVV

j

P

i

iii



 

ام j كه دانشجو درس یرت، در صویژگین مولفه بردار ویام j یعنی
ن صورت صفر خواهد یر ایو در غ  را انتخاب نموده باشد 

بر گراف كه  یمبتن یها یب برخلاف خوشه بندین ترتیبه ا. بود
ملاك است، ( تعداد دروس مشترك) فقط شباهت دو دانشجو 

                                                                 
16 Matrix Updating Algorithmic Scheme 



 یبند نجا نه فقط تعداد دروس مشترك در خوشهیدر ا
كه هر دو  یعداد دروست است بلكه تیان حائز اهمیدانشجو

 .باشد یموثر م یبند ز در خوشهیاند ن دانشجو انتخاب نكرده
ن سه یاز ب)دانشجو  5ر انتخاب درس یجدول ز: مثال
 :دهد یآنها را نشان م یژگیو یو بردارها( A,B,Cدرس

 انیش انتخاب درس دانشجوینحوه نما - جدول
 شماره دانشجو ست دروسیل یژگیبردار و

110 A,B   
110 A,B   
101 A,C   
101 A,C   
101 A,C 5 

 
م یبه دو دسته تقس Aان كلاس درس یاگر قرار باشد دانشجو

گر در ید یك دسته و سه دانشجویدر   و ان یشوند، دانشجو
ز ین یشنهادیتم پیجه الگورینت. دسته دوم قرار خواهند گرفت

 . باشد ین گونه میهم

 
 مناسب یهایژگیانتخاب و
در تمام  یژگین وید اولیكن یمشاهده م  ه در جدول همانگونه ك

مناسب علاوه بر  یهایژگیمسئله انتخاب و. نقاط مشترك است
ن یدر ا. دهد یش میرا افزا یكاهش زمان اجرا، دقت خوشه بند

 تیاقلا ی تیاكثركه  یرسد كه دروس یبه نظر م یعیمسئله، طب
از بردار ان كلاس مفروض آنها را انتخاب نموده اند یدانشجو

ان یك از دانشجویچ یكه ه یحذف دروس. حذف شوند یژگیو
ش پردازش یك مرحله پیكلاس انتخاب ننموده اند به عنوان 

ر ین مقادییماند تع یكه م یمشكل. شود یشه انجام میتم همیالگور
 یم یاز آنجا كه به سادگ. ت استیت و اقلیاكثر یدرست برا

انتخاب نموده اند كه هر درس را  یانیتوان درصد دانشجو
 یك جستجویر محدود هستند، با ین مقادیمشخص نمود و ا

 ر مناسبیمطلوب را به عنوان مقاد یها توان آستانه یم یسراسر
ر نحوه یدا نمود شبه كد زیهر كلاس پ یبرات یاقل و تیاكثر

حل  یوه كلیمناسب و ش یهایژگیدا كردن ویپ یجستجو برا
 :دهد یمسئله را نشان م

 
AllLessons = Set of all lessons that students of this lesson have took ; //(All Features) 

 (//هایژگیو)اند  ن درس انتخاب نمودهیانِ ایكه دانشجو یمجموعه دروس
List1 = Percentage of students that take each lesson, sorted in non increasing order; 

 //یر صعودیاند، مرتب شده به صورت غ ر درس را انتخاب نمودهكه ه یانیدرصدِ دانشجو
Thresholds1 = Distinct elements of List1; // یر تكراریبه صورت غ ست یعناصر ل   
for i:=1 to length(Thresholds1) do 
begin 

MaxSet= Set of Lessons that percentage of students that take them > Thresholds1[i]; 
/./باشد یم  شتر از آستانهیكه آنها را انتخاب نموده اند ب یانیكه درصد دانشجو یمجموعه دروس  

List2 = Percentage of students that don’t take each lesson, sorted in non increasing order; 
 //یر صعودیاند، مرتب شده به صورت غ كه هر درس را انتخاب ننموده یانیدرصد دانشجو

Thresholds2 = Distinct elements of List2; // یر تكراریبه صورت غ  ستیعناصر ل   
for j:=1 to length(Thresholds2) do 
begin 

MinSet= Set of Lessons that percentage of students that don’t take them > Thresholds2[j]; 
 .//باشد یم  شتر از آستانهیاب ننموده اند بكه آنها را انتخ یانیكه درصد دانشجو یمجموعه دروس

SelectedFeatures = AllLessons – (MaxSet  MinSet); 
Clusters=FuzzyC-Means(SelectedFeatures); 
if ClusteringEvaluation(Clusters) is better than previous clusters then 
begin 

BestClusters = Clusters; 
BestThreshold1 = Thresholds1[i]; 
BestThreshold2 = Thresholds2[j]; 

end;  // end if 
end;  //end for j 

end;  // end for i 
 

و  تیاكثر یمقدار مناسب برا BestThreshold1در انتها
BestThreshold2 خواهد بودت یاقل یمقدار مناسب برا .

ن یاز ا یانیكه درصد دانشجو یكه دروس ین معنیبه ا

شتر از یآن دروس را انتخاب نموده اند بكلاس كه 
BestThreshold1  كه آن  یانیا درصد دانشجویباشد



 BestThreshold2دروس را انتخاب ننموده اند كمتر از 
 .ها حذف خواهند شدیژگیست ویباشد، از ل

 یهایژگین ویبا استفاده از ا یفاز یسپس عمل خوشه بند
ه و خوشه انجام شد( SelectedFeatures)انتخاب شده 

ر یمقاد. (ClusteringEvaluation)شود  یم یابیارز یبند
BestThreshold1,2 یم ین خوشه بندیمتناظر با بهتر 

 . باشند
از . باشد یم یخوشه بند یابیك مسئله مهم نحوه ارزی

جاد جدول یان قبل از ایدانشجو یآنجا كه مرحله جداساز
دسترس در  یباشد، هنوز برنامه هفتگ یم یبرنامه هفتگ

ك ینسبت به ارزش  یست كه بتوان به صورت قطعین
در دسترس  یارهاین لحاظ معیبه هم. نظر داد یبند خوشه

اب ملاك عمل قرار گرفته یشنهاد شده و در تابع ارزیر پیز
 :اند
 زان دور بودن مراكز خوشه هایم (ClustersDistance) 

، 
 زان متراكم بودن هر خوشهیم (Density)  ، 
 خوشه ها  نسبت ابعاد(N1PerN2) و 
 ان هر یبودن دانشجو یورود زان همیم

 . (IDChanging)خوشه
ك یدر  یر زبانیك متغین پارامترها به عنوان یك از ایهر 

به كار  یخوشه بند یابیارز یبرا یموتور استنتاج فاز
ر اول در بازه صفر یت سه متغیتوابع عضو. گرفته شده اند

تابع   مثال، شكلبه عنوان . ف شده استیك تعریو 
ت مربوط به نسبت ابعاد خوشه ها با نام یعضو

N1PerN2 دهد یش میرا نما: 

 
 ها ت نسبت ابعاد خوشهیدرجه عضو - شكل 

 
ن درصد تراكم یانگیها  برابر با م زان متراكم بودن خوشهیم

 .دو خوشه در نظر گرفته شده است
از ان هر خوشه با استفاده یبودن دانشجو یزان هم ورودیم
ان هر خوشه محاسبه یرات سال ورود دانشجوییزان تغیم

 یان دوره كارشناسیكه دانشجو یگروه یبرا. شده است
 یدارد به صورت معمول در هر ترم حداكثر شش ورود

ان هر یرات سال ورود دانشجوییلذا بازه تغ. فعال دارد
ر یمتغ. ن صفر و پنج در نظر گرفته شده استیخوشه ب

رات دو خوشه بوده ییته شده مجموع تغدر نظر گرف یزبان
ن یت ایتابع عضو. باشد ین صفر تا ده میو لذا بازه آن ب

 :باشد یم  ر به صورت شكلیمتغ

 
 ان هر خوشهیبودن دانشجو یزان هم ورودیت میدرجه عضو - شكل 

 
 ,Bad مقدار 5 یدارا Performanceبا نام  یخروج

NotBad, Medium, Good, Excellent باشد یم. 
به  یموتور استنتاج فاز ین نوشته شده برایاز قوان یتعداد
 :رندیقرار ز

If (IDChanging is Few) and (Density is High) 
and (ClustersDistance is Good) and (N1PerN2 
is Suitable) then (Performance is Excellent) 

If (IDChanging is Few) and (Density is High) 
and (ClustersDistance is Good) and (N1PerN2 
is Middle) then (Performance is Good) 

If (IDChanging is Few) and (Density is High) 
and (ClustersDistance is NotBad) and 
(N1PerN2 is UnSuitable) then (Performance 
is NotBad) 

If (Density is Low) and (ClustersDistance is 
NotBad) and (N1PerN2 is UnSuitable) then 
(Performance is Bad) 

 یساز هیج شبینتا -6
ان یش انتخاب دانشجوین كار از اطلاعات مربوط به پیدر ا

دانشگاه  یاضیگروه ر  8- 8 یلیدر ترم دوم سال تحص
ر استفاده شده یت معلم سبزوار، با مشخصات زیترب

 :است
 1  : انیتعداد دانشجو - 
 8 : تعداد دروس ارائه شده - 
  6: تعداد جلسات دروس - 
   : دیتعداد  اسات - 
: انیكل دروس انتخاب شده توسط دانشجوتعداد  -5

  51 
 5 : یزیر برنامه یبرا یزمان یها تعداد بازه -6
 نفر 51: یسقف كلاس -1
ك استفاده شده یتم ژنتیاز  الگور یكلاس یزیر برنامه یبرا

ك برابر با تعداد تداخلات یتم ژنتیتابع تطابق الگور. است
 ن موضوع دریت ایل اهمیبدل)باشد  یان میدروس دانشجو

ط سخت مسئله مانند عدم یالبته شرا(. یشنهادیتم پیالگور
ت ساعات ید، رعایاسات یهم افتادن ساعات درس یرو

 ید در صبح و دروس تك واحدیاسات یآزاد، سقف كار
تم یالگور یقبل از اجرا  مطابق شكل. لحاظ شده است

ان یدانشجو یشنهادیتم پیك با استفاده از الگوریژنت
 .شوند یك میفكت تیپر جمع یكلاسها



ك بار یان یك دانشجوین مقاله تفكیدر كار ارائه شده در ا
 یهمانگونه كه در ابتدا. شود یانجام م یزیر قبل از برنامه

ج ینتا MUAS یتم خوشه بندیبخش ذكر شد الگور
دهد  ینشان م یساز هیج شبینتا. نداشته است یمطلوب
س به نسبت به فرم معمول انتساب درو یشنهادیتم پیالگور

كه معمولاً در  -ان بر حسب سال ورود، یدانشجو
بطور متوسط  -ردیگ یمورد توجه قرار م یدست یزیر برنامه

 .   كاهش داده است% 8زان یتداخل دروس را به م
ان هر یك و تعداد دانشجویدروس مورد تفك  جدول

 .دهد یرا نشان م یدسته پس از خوشه بند
 كیاز تفك ان قبل و بعدیتعداد دانشجو - جدول

 نام درس

تعداد 
ان یدانشجو
قبل از 

 كیتفك

 ان هر بخشیتعداد دانشجو

بر  یوه مبتنیش یشنهادیوه پیش
 سال ورود

بخش 
 اول

بخش 
 دوم

بخش 
 اول

بخش 
 دوم

آموزش 
 38 36 40 34  1  یاضیر

 53 14 43 24 61  جبر
 32 20 30 22  5  یز عددیآنال

 
و  یشنهادیپ یفاز یدبن ج استفاده از خوشهینتا  جدول
 یان را نشان میبر اساس سال ورود دانشجو یبند خوشه
ك یتم ژنتیت در الگوریقابل ذكر است كه اندازه جمع. دهد
 یبار اجرا 61با   ج هر سطر جدولیبوده و نتا 11 
 . دروس بدست آمده اند یزیر برنامه یك برایتم ژنتیالگور

 بر سال ورود یو روش مبتن یشنهادیسه روش پیمقا - جدول
 تعداد
 نسلها

یشنهادیپ یبند خوشه  بر اساس سال ورود زان یم 
كاه
 ش

Max Min Avg Max Min Avg 

51 366 252 314 348 242 293 %7 
 11 338 216 267 294 190 244 %9 
 11 306 206 240 278 162 220 %8 
زان كاهش تداخلاتین میانگیم   %8 

 
عداد تداخلات را در زان كاهش تیم  ستون آخر جدول

كمتر بودن متوسط   نمودار. دهد یحالت متوسط نشان م
 :دهد یرا بهتر نشان م یشنهادیتعداد تداخلات روش پ
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سل ها در الگوريتم ژنتيك عداد ن ت

ق
اب
ط

 ت
ع
اب

ر ت
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مق

ن 
گي

ان
مي

ندي بر اساس سال ورود خوشه ب ندي فازي خوشه ب

 
سه متوسط تعداد تداخل ها در روش یمقا:  نمودار
 بر سال ورود یوه مبتنیو ش یشنهادیپ

 

مه آمده ی، در ضمستم آماده شدهیس یك نمونه از خروجی
 .است

 یجمع بند  -3
ان یك دانشجویتفك یبرا یدیوه جدین مقاله شیدر ا

 یدروس هفتگ یزیر ت در مسئله برنامهیپر جمع یكلاسها
ان یك مناسب دانشجویتفك. دانشگاه ارائه شده است

معمولاً  یت سقف كلاسیكلاسها بجز آنكه به لحاظ رعا
 یت درستواند تعداد تداخلا یباشد، م یك ضرورت می

بر خلاف . را كاهش دهد یك برنامه هفتگیان در یدانشجو
بر گراف،  ین مسئله كه مبتنیمعمول مواجهه با ا یها وهیش

 ین مقاله برایدر ا یشنهادیساختار پ. هستند یو ابتكار
 یتیه بیك آرایان، یدانشجو یش دروس انتخابینما
 یفاز یبند ان از خوشهیك دانشجویتفك یبرا. باشد یم
ك تابع یز از ین یبند خوشه یابیارز یتفاده شده و برااس
زان یها، م زان دور بودن مراكز خوشهیار میبا چهار مع یفاز

بودن  یزان هم ورودیمتراكم بودن هر خوشه، م
ها بهره گرفته  ان هر خوشه و نسبت ابعاد خوشهیدانشجو

ن یمناسب، بهتر( یهایژگیو)با انتخاب دروس . شده است
ن یك شده با ایدروس تفك. شود یشخص مم یبند خوشه

ك یتم ژنتیك الگوریگر دروس، به یو د یبند وه خوشهیش
ج ینتا. شود یداده م یدروس هفتگ یزیر جهت برنامه

دهد تعداد متوسط تداخلات با  یبدست آمده نشان م
بر سال ورود  یوه مبتنینسبت به ش یشنهادیوه پیش

مورد توجه  یدست یزیر كه معمولاً در برنامه –ان یدانشجو
بر  یمبتن یافته و لذا برنامه هفتگیكاهش  -ردیگ یقرار م

 . خواهد داشت یشتریارزش ب یشنهادیوه پیش
  یتشكر و قدردان

را یدانند كه از خانم سم یفه خود مین وظیدر خاتمه مؤلف
 یاضیان گروه ریان دانشجویمیحسن فه یو آقا ینییشهرآ

در  یطر همكارت معلم سبزوار به خایدانشگاه ترب
به عمل  یو ورود اطلاعات تشكر و قدردان یساز ادهیپ

 .آورند
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 مه یضم

استاد و دروس مشخص شده،  یخال( یفرض)ه دار، ساعات یسا یها خانه. باشد یبرنامه م یك نمونه از خروجیر یجدول ز
. باشد یكد استاد م #عدد بعد از علامت . اند مشخص شده **و  *ز با یان نیجلسات هفته در م. دهند یرا نشان م یدروس و
 .اند ر گرفته شدهدر نظ یسه واحد یتصادف یندهایو فرآ یزمان یهایدروس سر

 


