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In this paper a new student sectioning method basetlzzy clustering is pre-
sented. One of the less studied sub-problems etdaibting is student sectioning. This
problem is due to courses, which involve a largelper of students. We concentrated
on initial student sectioning to create a sectionflict graph prior to timetabling. Our
aim is to allocate students to course sectionsgo satisfy the following criteria:

1. Student course selections must be respected.

2. Section enrollments should be balanced, i.e. afiges of the same course

should have roughly the same number of students;

3. Student schedules in each section would be the aareach other, as much as

possible.

In the proposed method, at first, with a Fuzzy Gangealgorithm, students in large
classes have been classified; then this clustésirgyaluated with a fuzzy function,
according to some criteria: clusters centers digaolusters density, and size of clus-
ters. Each student has a feature vector in fuzzssdier. Taken curses of each student
are its features. Based on the proposed fuzzyiimeind with an exhaustive search,
the best features are selected. The best clasgificaf students is corresponds with
these selected features. The simulation resulte shat this method has fewer con-
flicts with respect to an entrance year based @@oij.

Most previous works related to the course schedyimblem has concentrated on
timetable construction with little regard to stutieactioning. Lewandowski [1] pre-
sent a method of solving the problem that cycleséen building student schedules
and a timetable for courses.. Selim [2] introdutiesl idea of split vertices and start
made to determine those vertices, which shouldptieis order that the chromatic
number may be reduced. (S)he decreases the chcomuatiber of the conflict matrix,
from 8 to 3. Thus the total number of periods née@eluced. Aubin and Ferland [3]
first generate an initial timetable with an assigminof the students to the course sec-
tions; then an iterative procedure is used whighstsl the timetable and the grouping
successively until no more improvement of the dijecfunction can be obtained.
Hertz [4] used a tabu search technique for botletafling and sectioning problems.
He assumed that the numbers of students in eatibrsece fixed. The neighborhood
N(s) of a solution s consists of all those groupirigch can be obtained from s by ex-
changing the two students of two different sectba course. Laporte and Desroches
[5] also take into account the student sectioning.



In the following paragraphs the proposed methodblegs explained briefly.

Without loss of generality, the number of clustessumed to be 2. For data repre-
sentation a bit array has been used. Each studsra lfeature vector in fuzzy classi-
fier. Taken lessons list of each student are asufes and is represented with a bit ar-
ray.

Feature selection has an important role in clasgifin problems. It is summarized
as follows: Given a number of features, how can select the most important of
them so as to reduce their number and at the samerétain as mush as possible of
their class discriminatory information? [6]. In dilsh to dimensionality reduction, a
good feature selection may increase the qualigiustering.

In each class at least one lesson is common betateehits students. Removing it
should not influence the clustering results. In prgblem it seems that removing the
following lessons is a good idea:

1. Lessons thathe mosstudents have taken.

2. Lessons thate leasistudents have taken.

Removing those lessons that none of students halkent is done in a pre-
processing stage. One problem that arises is siegithe appropriate thresholds for
the mostandthe leastvalues. We found them with an exhaustive searokquture.
The pseudo-code illustrated in Fig.1. shows thaakerocedure and feature selec-

tion method.

AllLessons = Set of all lessons that students of th is lesson have
taken; //(All Features)

Listl = Percentage of students that take each lesso n, sorted in

non increasing order;
Thresholds1 = Distinct elements of Listl;

for ii=1 tolength(Thresholdsl) do
begi n
MaxSet= Set of Lessons that percentage of students that take
them > Thresholds1[i];
List2 = Percentage of students that don't take each lesson,

sorted in non increasing order;
Thresholds2 = Distinct elements of List2;
for ;=1 tolength(Thresholds2) do
begin
MinSet= Set of Lessons that percentage of students that
don’t take them > Thresholds2[j];
SelectedFeatures = AllLessons — (MaxSet 0 MinSet);
Clusters= FuzzyC Means(SelectedFeatures);
i f ClusteringEval uation(Clusters ) is better than previous
clusters t hen
begi n
BestClusters = Clusters;
BestThreshold1 = Thresholds1[i];
BestThreshold2 = Thresholds2][j];
end; //endif
end; //end forj
end; //endfori
Fig. 1. Overall procedure and feature selection method. yxdeans() is a fuzzy
classifier and ClusteringEvaluation() is a fuzzienence engine.
In the feature selection proceduBsstThresholdl  and BestThreshold2 are
the appropriate values fohe mostandthe leastthresholds, respectively. In fuzzy
clustering, those lessons that the percentageudksts taken them is greater than

BestThreshold1 or less thamBestThreshold2 , would be remove. Simulation re-



sults for a class with total 35 lessons, showetishmetimes even 4 lessons are suffi-
cient for clustering.

Fuzzy C-means (FCM) is a data clustering algorithat each data point is associ-
ated with a cluster through a membership degreest slioalytical fuzzy clustering ap-
proaches are derived from Bezdeck’'s FCM [7R]zzy C-Mean algorithm has been
used for student sectioning. After clustering wattpair of thresholds, the produced
clusters are evaluated and those clusters corrdspith BestThresholds are selected
as the best clustering form and the problem saiutio

Evaluation of each produced clustering, is donéwitfuzzy function. As men-
tioned earlier, we would like to create a sectionflict graph that leads to a timetable
with fewest possible conflicts, but we have no taée at all when we start. For this
reason, in the evaluation function the followinghiand quantities are used to satisfy
our mentioned criteria:

1. Size of clusterl / size of cluster2: for satisfyierigeria no. 2 (Section enroll-
ments should be balanced). The number of sectiande computed with di-
viding the number of students with the section lwbun

2. Between-class distance.

3. Cluster density: this item satisfies the thirdemian (Student schedules in each
section would be the same as each other).

Fuzzy classification satisfies criteria no.1. Thewe parameters have been used in

a fuzzy inference engine as linguistic variablesdiostering evaluation. We named
them: N1PerN2, and Density. Generally the numbestaofients in each section of a
course should be as equal as possible. Thus titsbte to N1PerN2 be as near as
possible to 1.

Sum of two cluster's density is considered as €tudensity. Density of each clus-
ter is sum of common taken lessons by its students.

The output of the fuzzy inference engine is namador mance and has the follow-
ing values: Bad, NotBad, Medium, Good and Excell&udme of total 12 used rules
are as follows:

| f (Density is High) and (N1PerN2 is Suitable) t hen (Perform-
ance is Excellent)

| f (IDChanging is High) and (N1PerN2 is Middle) t hen (Per-
formance is Good)

I f (Density is Low) and (N1PerN2 is UnSuitable) t hen (Per-

formance is Bad)

The information used for simulation, are taken fnomore than 200 students sched-
ules at Mathematics department of our university. €omparison purposes, section-
ing is done in two ways: the proposed method amtethod based on the entrance
year of students that is like with the manual manmable 1. shows the number of
students in 3 lessons before and after sectionitigtwo methods.

Table 1. Number of students in 3 lessons before and aét&iaing with two methods.

Density and Number of students in each cluster aéietioning

Number of Sectioning based on
Lesson Name students entrance year Proposed method
before First Second First Second
sectioning Section | Section D Section | Section D SFITF




Teaching 74 38 36| 3329 38 36 | 3622| 24/35
Mathematics1
Algebra 1 67 53 14| 3903 33 34 | 3379 20/32
Numerical 52 32 20 1845 26 26 | 1871| 27/32
Analyses 1

In Table 1, D indicates Density of clusters andsBBws the number of selected
features and TF is the number of total featurescasbe seen in Table 1 balancing of
the sections is very nice and clusters densitiebérproposed method are better than
the year based method, except for Algebral. Buh tie year based sectioning, the
sections sizes of this lesson are not suitable.

Conclusion - In this paper a new student sectioning method bagefizzy clus-
tering is presented. Our aim is to allocate stuglémtcourse sections so as to satisfy
some criteria. The simulation results showed thatgroposed method minimizes the
density of the section conflict graph by clusterstgdents with similar schedules
such that section balancing is also satisfies. €areuse the proposed algorithm in
cycles between building student schedules and etaiofe for courses.
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