Electricity Price Forecasting Using a Clustering Approach
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Abstract—This paper presents a new method to forecast the short term electricity price as a kind of time series. A clustering based forecasting method is introduced. The proposed method contains input-output decomposition and using a simple clustering approach to classify them and then for a new input (a specified number of past time series values), these clusters are sorted according to the probabilities calculated by using the Bayes' formula. The prediction is then generated using the weighted average of the forecasted outputs of \( M \) clusters with highest probabilities.
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I. INTRODUCTION

Time series processing has important application in various domains such as medicine, ecology, industrial control and finance. Several methods have been proposed in the literature for the prediction of time series data [1]-[13]. The most popular approaches include the linear methods such as ARIMA and other regressions and nonlinear methods such as algorithms based on artificial neural network and fuzzy logic [3], [7], [8].

Electricity price is a special kind of time series with the following characteristics:
- High frequency,
- nonconstant mean and variance,
- high volatility,
- multiple seasonality,
- calendar effect,
- unusual prices.

Price forecasting is required by producers and consumers in a pool-based electric energy market, which may be one of the most unique as it is designed strictly following the economic theory. In this paper a new method is developed for time series prediction. The basic idea is to transform a time series values to input-output data set and using a simple clustering algorithm according to both input and output. Then the input features (i.e. input mean and covariance) corresponding to each cluster are obtained. A specified number of past values of the time series are given as a new input. Having this input, all clusters are sorted according to their probabilities calculated using the Bayes' rule. The prediction is then generated by using the weighted mean of the forecasted outputs of \( M \) clusters with highest probabilities.

This paper is organized as follows. In section II, the proposed method is described in detail. Section III contains some experimental results. Finally, section IV concludes the paper with summarizing the main contributions of the work.

II. DESCRIPTION OF THE METHOD

A. Input-Output Decomposition

According to the correlation coefficients, one considers a fixed number of past values of time series (i.e. time window of fixed size) as an input vector for the next value of time series which is an output. Then an input-output matrix is organized, which is used to be clustered. For example, if \( \{x_1, x_2, \ldots, x_n\} \) is the time series and \( k \) is the number of past effective values, that can be chosen through the analysis of correlation coefficients, then input-output matrix \( IOM \) is organized as bellows.

\[
IOM = \begin{bmatrix}
x_1 & x_2 & \cdots & x_k & x_{k+1} \\
x_2 & x_3 & \cdots & x_{k+1} & x_{k+2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
x_{n-k} & x_{n-k+1} & x_{n-1} & x_n
\end{bmatrix}
\]

(1)

B. Clustering Algorithm

There are many clustering algorithms [14]. The simplest and most popular one is C-means, which is one of the hard partitioning methods. From an \( N \times M \) dimensional data set, C-means allocates each data point to one of \( C \) clusters, \( \{A_1, A_2, \ldots, A_C\} \), to minimize the within cluster sum of square

\[
\sum_{c=1}^{C} \sum_{k \in A_c} \| X_k - V_c \|^2 .
\]

(2)

Where \( A_c \) is the set of objects (data points) in the c-th cluster and \( V_c \) is the mean for that points over cluster i, as in
\[ V_c = \frac{\sum_{k=1}^{n_c} X_k}{n_c}, \quad X_k \in A_c, \quad c = 1,2,...,C \] (3)

Where \( n_c \) is the number of objects in \( A_c \). Each \( X_k \) contains both input and output here. Although other clustering algorithms can be used, in this paper the simple C-means is chosen. So the number of clusters must have been specified before. The number of clusters can be chosen by some effort and depends on the variance of the data.

C. Calculating Probability

After finishing clustering, the cluster input mean (\( \mu^c_{in} \)) and covariance (\( \Sigma^c_{in} \)) and cluster prior probability (\( P_c \)) are calculated using the following formulas for each cluster.

\[ \mu^c_{in} = \frac{1}{n_c} \sum_{i=1}^{n_c} X_{in}^c \] (4)

\[ \sum_{in}^c = \frac{1}{n_c} \sum_{i=1}^{n_c} ((X_{in}^c) - \mu^c_{in}((X_{in}^c) - \mu^c_{in})^T \] (5)

\[ P_c = \frac{n_c}{N} \] (6)

where \( (X_{in}^c) \) is the input vector of \( i \)-th point in the \( c \)-th cluster, \( n_c \) is the number of points in the \( c \)-th cluster and \( N \) is the number of all points. The dimension of input, \( (d) \) is one less than length of each input-output vector.

After obtaining the clustering features, a Gaussian distribution function is used to describe the cluster membership function, i.e.

\[ P(X_{in}^c) = (2\pi)^{-d/2} |\Sigma_{in}^c|^{-1/2} e^{-\frac{1}{2}(X_{in} - \mu_{in}^c)^T \Sigma_{in}^{-1}(X_{in} - \mu_{in}^c)} \] (7)

D. Prediction

Given the new input (i.e. the last \( k \) values of time series), the posterior probability that the input belongs to cluster \( c \) can be approximated by using the Bayes’ rule.

\[ P(c|X_{in}) = \frac{P(X_{in}|c)P_c}{\sum_{c=1}^{M} P(X_{in}|c)P_c} \] (8)

By sorting the clusters in a descending order of posterior probabilities, the cluster with the maximum posterior probability is picked as the predicted cluster and the predicted output (\( \hat{x}_{n+1} \)) is then obtained by calculating the mean of output values in the selected cluster.

E. Improvement of the method

To improve the prediction we can choose the average of output of \( M \) top clusters with highest posterior probabilities as the prediction, i.e.

\[ \hat{x}_{n+1} = \frac{\sum_{c=1}^{M} P(c|X_{in})\hat{x}_{n+1}^c}{\sum_{c=1}^{M} P(c|X_{in})} \] (9)

Another improvement of the results is held by choosing threshold (\( \beta \)) between zero and one and calculating (9) with the smallest \( M \) (instead of the fixed one), which is tend to

\[ \sum_{c=1}^{M} P(c|X_{in}) \geq \beta \]. (10)

To extend over the data which have not been occurred before, the latest data is checked. If it was grater or smaller than the means of outputs of all clusters, an extra cluster for that point is added and continue.

III. EXPERIMENTAL RESULTS

The proposed forecasting method has been applied to predict the electricity prices of California PX. The data which have been used was the average price of each hour of each weekday of a month. April and November 2000 have been chosen to forecast daily. The data used to forecast are from beginning of 1999 until the prediction period. It has not need to separate weekdays and weekends here, because clustering has done it as well and this is one of the advantages of using this method to predict electricity price and other time series which are depended on date and calendar effect. The performance of the estimators is measured by the normalized mean squared error (NMSE) of the 24 hour of each day of the week on every test set.

\[ e = \frac{\sum_{k=1}^{n_{test}} (y_k - \hat{y}_k)^2}{\sum_{k=1}^{n_{test}} (y_k - \bar{y})^2}, \] (11)

where \( y_k \) and \( \bar{y}_k \) are, respectively, the test set measurements and their predictions.

Fig. 1 corresponds to the April’s week real and forecast prices and table I consists of seven daily normalized mean squared errors.

Fig. 2 corresponds to the November’s week real and forecast prices and table II consists of seven daily normalized mean squared errors.
The results are acceptable comparing with other techniques applied on these datasets [15]-[16].

IV. CONCLUSION

In this paper, a new method for predicting time series was presented. It is based on clustering. The proposed method contains input-output decomposition and using a simple clustering algorithm to classify the data points. For a new input, which is a specified number of last time series values, these clusters are sorted according to the probabilities calculated by using the Bayes’ formula. The prediction is then generated by using the weighted mean of forecasted outputs of some clusters with highest probabilities. The results obtained through the Californian data shows the applicability of the proposed method.
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