Abstract: Data reusing normalized least mean squares (DRNLMS) algorithms converge often faster than the conventional least mean squares (LMS) algorithm. This paper analyzes an adaptive DRNLMS, ADRNLMS, algorithm which has lower computational complexity relative to DRNLMS algorithm. Convergence behavior of an ADRNLMS algorithm are theoretically derived and analyzed. A large number of reusing times was found to raise the convergence rate but also increase computational complexity. In the proposed ADRNLMS algorithm is shown that number of reusing time is related to boundary of selected error. Decreasing of estimation error from selected threshold is caused decreasing of number of reusing time and vice versa. Simulation results validate the analysis and ensuing method.
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1. Introduction

The least mean square (LMS) algorithm has been widely used due to simplicity. The LMS algorithm gained popularity due to its robustness and low computational complexity. The main drawback of the LMS algorithm is that the convergence speed depends strongly on the eigenvalue spread of the input-signal correlation matrix [1]. To overcome this problem, a more complex recursive least squares (RLS) type of algorithm can be used. However, the faster convergence of the RLS algorithm does not imply a better tracking capability in a time-varying environment [1, 2]. An alternative to speed up the convergence at the expense of low additional complexity is to use the data-reusing LMS (DRLMS) algorithm [3]. The DRLMS algorithm uses current desired and input signals repeatedly in each iteration in order to improve its convergence speed. But disadvantage of the DRLMS algorithm is increasing computational complexity compared to LMS algorithm. In this paper, a new method is proposed with an adaptive iterating number or adaptive data reusing number. This novelty reduces computation significantly. Derivation of convergence behavior and simulation results show superiority of the proposed scheme.

1.1. Related work in the data reusing LMS algorithm

Roy et al.’s proposed DRLMS algorithm [3]. This algorithm is parameterized by the number of reuses (L) of the weight update per data sample, and can be considered to have intermediate properties between the LMS and the normalized LMS algorithms. The basic update in the Data-Reuse algorithm can be written as,

\[ W_{t+1}(n) = W_t(n) + 2\mu e_t(n)X(n) \quad (1) \]

Where

\[ e_i(n) = d(n) - W_i^T(n)X(n), \quad i = 1,2,\ldots,L \]

\[ e(n) \] represents the output error on the \(i\)th use of some data, out of total of \(L\) passes. The time update recursion is then naturally given by:

\[ W_1(n) = W(n); \quad W(n+1) = W_{L+1}(n) \quad (3) \]

Where, \(L\) is the number of times of repeated updating. Some recent work [4] it was demonstrated that the Normalized LMS (NLMS) algorithm was closely related to the DRLMS algorithm, and could be interpreted as a limiting case of the latter. Broadly speaking, the convergence properties of the DR-LMS update is intermediate between those of the LMS and the NLMS algorithms. Repeated updating was first applied to the conventional NLMS by De Campos et al [5]. In this study, the data-reusing NLMS (DRNLMS) algorithm was carried out as shown below,

\[ W_{t+1}(n) = W_t(n) + \frac{1}{X^T(n)X(n)}2\mu e_t(n)X(n) \quad (4) \]

With the algorithms proposed in [6], which are called normalized and unnormalized new data-reusing LMS (NNDR-LMS and UNDR-LMS), performance can be further improved when past data are also used within each iteration. The binormalized data-reusing LMS (BNDRLMS) algorithm [7] analyzed in this correspondence employs normalization on two
orthogonal directions obtained from current and past data. It can be shown that the BNDRLMS algorithm belongs to the family of normalized algorithms discussed in [8] when sample-by-sample updating is used.

The algorithm known as the set-membership NLMS (SMNLMS) algorithm [9], which is further studied in [10], was shown to achieve both fast convergence and low misadjustment. In this algorithm step size is determined based on error. In SMNLMS, the filter is designed to achieve a specified bound on the magnitude of the output error.

In [11] a modification of the DRLMS algorithm is proposed. They let the number of data reusing runs, \( L \), vary at each iteration. Initially, they make \( L \) very large and the value of \( L \) is decreased by 1 for each new iteration. This is equivalent to using the normalized LMS with unity step at the beginning of adaptation and moving gradually to the LMS at steady state.

One main problem is seen in [11]. Changing of \( L \) independent of error or misadjustment is caused a large number of unnecessary operations; also it is caused decreasing of tracking capability because of changing of \( L \) parameter in one direction (decreasing or increasing). We propose data reusing runs (L) which change based on error.

2. Motivation

The DRNLMS algorithm is based upon using the current data vector more than once per time iteration. When a data vector \( X(n) \) is received, the weight vector is computed \( L \) times. Fixing \( L \) parameter gives additional constant computation which in varieties of application is not necessary. For example in acoustic noise cancellation, error microphone is measured using analog to digital converter with definite resolution. So, if boundary of error is specified, \( L \) parameter in DRNLMS can be changed adaptively for satisfying boundary of error.

This paper shows relation between convergence rate and reusing time in DRNLMS algorithm. Increasing reusing time is caused independence of convergence speed and step size of NLMS. Relation of reusing time and instance error is derived and conclusion shows that if a boundary checking algorithm is used optimum reusing time is obtained.

3. The proposed method

A few theorems are derived before presenting of proposed method. It is shown that a boundary checking algorithm over error need for controlling of mean square error, computational complexity and convergence speed.

3.1. Convergence behavior of DRNLMS

The basic update in the Data-Reuse algorithm has been written in relation (4). Relation (3) can be written as,

\[
W(n+1) = W_{L-1}(n) + \\
\frac{1}{X^T(n)X(n)}2\mu e_L(n)X(n)
\]

(5)

Abstractly,

\[
W(n+1) = W_{L-1}(n) + \\
\frac{1}{X^T(n)X(n)}2\mu X(n)(e_L(n) + e_{L-1}(n))
\]

(6)

So using (3) and above relation we have,

\[
W(n+1) = W(n) + \\
\frac{1}{X^T(n)X(n)}2\mu X(n)\sum_{i=1}^{L} e_i(n)
\]

(7)

Above formulae is result of weight update in DRNLMS algorithm. Now we present a theorem which shows DRNLMS algorithm is same as NLMS algorithm with new step size. So proof of convergence behavior is similar to NLMS algorithm.

Theorem-1: The DRNLMS algorithm is same as NLMS with new step size.

Proof: at first, error is calculated. According to (2),

\[
e_1(n) = d(n) - W^T(n)X(n)
\]

(8)

Also, using (5) we have,

\[
W_L(n+1) = W_L(n) + \\
\frac{1}{X^T(n)X(n)}2\mu e(n)X(n)
\]

(9)

Result of using (9) in (8) for second reusing time,

\[
d(n) - \left(W(n) + \frac{1}{X^T(n)X(n)}2\mu e(n)X(n)\right)^T X(n)
\]

(10)

After simplification of (10),

\[
e_2(n) = d(n) - W^T(n)X(n) - 2\mu e(n)
\]

(11)

(11) and (2) obtain,

\[
e_3(n) = e(n) - 2\mu e(n)
\]

(12)

Finally,

\[
e_4(n) = e(n)(1 - 2\mu)^{L-1}
\]

(13)
Term of \( \sum_{i=1}^{L} e_i(n) \) is calculated to form of as follow,

\[
\Sigma_e = \sum_{i=1}^{L} e_i(n) = \sum_{i=1}^{L} e(n)(1 - 2\mu)^{i-1} = e(n)\sum_{i=1}^{L} (1 - 2\mu)^{i-1}
\]

(14)

\[
= e(n) \left[ \frac{1}{2\mu} \left(1 - (1 - 2\mu)^L\right) \right]
\]

After substitute of (14) in (7),

\[
W(n + 1) = W(n) + \frac{1}{X^T(n)X(n)} 2\mu X(n) \Sigma_e
\]

(15)

\[
= W(n) + \left[ \frac{1}{X^T(n)X(n)} - \frac{\hat{\mu}}{X^T(n)X(n)} \right] X(n)e(n)
\]

Above relation is same update formula in the NLMS algorithm which has been appeared in [12] with step size \( \hat{\mu} \).

\[
\hat{\mu} = \left[1 - (1 - 2\mu)^L\right]
\]

(16)

The result of derivation shows that,

a) The DRNLMS is NLMS with new step size \( \hat{\mu} \)

b) Step size is controlled with data reusing number (L)

c) Increasing of data reusing number obtain larger step size and so increasing convergence speed

### 3.3. Optimum reusing number

Calculation of optimum can not obtain easily by optimizing of all constraints as,

- Order (DRNLMS) = L \times \text{Order (NLMS)}
- MSE equation of the DRNLMS algorithm according (18)
- Convergence speed from (16)

So, a boundary checking algorithm is used for controlling of data reusing number (L) as follows,

\[
\text{If error} < \varepsilon_{\text{min}}
\]

\[
L = \max(L_{\text{min}}, L - 1);
\]

(19)

\[
\text{else}
\]

\[
L = \min(L_{\text{max}}, L + 1);
\]

Where minimum of data reusing is \( L_{\text{min}} \) and maximum data reusing number is \( L_{\text{max}} \). Relation (19) control data reusing number for decreasing of computational complexity and computer simulation shows effect of using (19) in the DRNLMS algorithm.

### 4. Simulation experiments

The performance of the DRNLMS algorithm with adaptive reusing number is tested for a familiar channel identification scenario described in [2]. In order to demonstrate the convergence behavior of the proposed approach, DRNLMS and the NLMS algorithms, simulation experiments have been performed with different step size for finding time saving, convergence behavior and computational saving. In all experiments carried out for the system identification, a stationary white noise sequence was used and the system is a 32-tap FIR transversal filter having parameters that are arbitrarily chosen.

The input data were normalized to have unit variance. The norm of the difference between the plant FIR weights and adaptive filter weights plotted as a function of time, as depicted in Fig. 1. The norm is calculated by,

\[
\text{norm}(h, W) = \sqrt{\sum (h_i - W_i)^2}
\]

(20)

It can be seen that DRNLMS algorithm has much better convergence than NLMS algorithm.

### 3.2. Mean square error of the DRNLMS algorithm

Error in the DRNLMS algorithm is calculated according (14) or briefly:

\[
\Sigma_e^2 = \left\{ \frac{1 - (1 - 2\mu)^L}{2\mu} \right\}^2 e^2(n)
\]

(17)

Taking expectations on both sides of (17) yields,

\[
MSE_{\text{DRNLMS}} = \left\{ \frac{1 - (1 - 2\mu)^L}{2\mu} \right\}^2 MSE_{\text{NLMS}}
\]

(18)

Increasing of data reusing number (L) in (18) shows that MSE in the DRNLMS algorithm increases. So, MSE and convergence speed have opposite behavior against data reusing number (L), whereas large L give further computational complexity. Therefore, a trade-off between the error, computational complexity and number of reusing number can be achieved.
According (16), increasing $L$ is caused step size of the DRNLMS algorithm ($\hat{\mu}$) increase, so convergence rate increase. If data reusing number ($L$) increase up to 30 Fig 2 converts to Fig 3. So, we expect for fast convergence upper possible bound of $L$ is selected. But upper bound of $L$ is caused increasing of computational cost. We showed that optimum data reusing number depend on MSE and convergence speed and computational complexity. We can find optimum data reusing number using the proposed boundary checking algorithm relation (19). We expect middle of $L$ have had lower capability relative to the proposed method (ADRNLMS algorithm). Fig 4 shows the proposed algorithm can increase convergence speed regarding to searching of optimum reusing runs. Interesting note in Fig 4 is low effect of step size ($\mu$) on the convergence speed of the proposed algorithm which this subject has been shown in (16).
4.1. Evaluating the tracking performance of the proposed algorithm

Tracking is a steady-state phenomenon that is different from the convergence, which is a transient phenomenon. In general, convergence and tracking are two different properties. If an algorithm has good convergence, its tracking ability is not necessarily fast and vice versa. In the tracking phase, a reasonable assumption is that the optimum weights vary according to a first-order Markov process [12], and the filter must track these weights. The following relation shows the variation of the filter’s optimum weights,

\[ W_{n+1}^* = aW_n^* + \omega_n \]  

(22)

\[ d_n = W_n^{tr}X_n + \nu_n \]  

(23)

where, \( a \) is a constant and \( \omega_n \) is the process noise vector in the \( n \)'th step, which has zero mean with correlation matrix \( \Phi \), and \( \nu_n \) is the measurement noise, which is assumed to be white Gaussian with zero mean and variance \( \sigma_{\nu}^2 \).

After changing desired signal according (23) the proposed algorithm change \( L \) according to (19). Adaptation of \( L_{\text{ADRNLMS}} \) shows in Fig 7 and Fig 8 compares the NLMS and ADRNLMS algorithms. Also Fig 9 shows better performance of the proposed algorithm (ADRNLMS algorithm).
Fig. 9: Comparing learning curve of the DRNLMS and ADRNLMS algorithms (DRNLMS algorithm by $L=5$ and ADRNLMS algorithm by $L$ according to (19)) for changing of desired signal only once.

Now, tracking phase is tested. For this purpose after $\frac{N}{2}$ iteration number or receiving samples desired signal change according to (23) continually. This is different by old experiment which desired signal changed only once (Fig 9). Fig 10 shows tracking phase after $2000^{th}$ sample. Lower error in learning curve shows power of the ADRNLMS algorithm compared to the DRNLMS algorithm in tracking phase.

Fig. 10: Comparing learning curve of the DRNLMS and ADRNLMS algorithms (DRNLMS algorithm by $L=5$ and ADRNLMS algorithm by $L$ according to (19)) in tracking phase according to (22) and (23) for changing of desired signal continually.

5. Conclusions

In this paper, we analyzed an adaptive DRNLMS, ADRNLMS, algorithm with lower computational complexity relative to DRNLMS algorithm. Convergence behavior of the proposed algorithm theoretically derived and analyzed. Also it was shown that tracking capability was increased.

References: