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Abstract
An extensive experimental programme has been carried out to characterise the mechanical parameters and the fracture response of two steels, BS1501 and A533B. These are widely used in pressure vessel technology. The role of load history on improvements in cleavage fracture toughness has been investigated. Finite element analyses have been performed to simulate and verify the findings of the experimental programme. Scatter within experimental cleavage toughness data has been described by using the model proposed by Wallin [1] and combined with Chell [2] model for WPS effect. A stress matching approach to predicting the fracture response of the as received, as well as the warm pre-stressed specimens is also suggested. Using the stress distributions from the finite element analyses prediction of fracture after WPS is examined and results are compared to both the experimental data and those obtained by the combined Chell -Wallin [3] model of failure probability. The significance of residual stress field in enhancing of cleavage fracture toughness following warm pre-stressing has been highlighted.
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1. Introduction
Many engineering components are subjected to "proof" loading prior to service operation. This "proof" loading is often used to demonstrate the integrity of a finished product. One feature of proof loading that has gained recognition is the benefit that may be obtained in improving in-service component reliability particularly when the component is operated at a temperature lower than the proof load. This type of "proof" loading and subsequent low temperature operation is often called warm pre-stressing (WPS). This feature is important when considering a component containing postulated defects. The effect of WPS at an upper shelf temperature on cleavage fracture at a subsequent lower shelf temperature has been studied extensively. A brief review of these studies is given later. There are many different temperature-loading paths to be considered for the component. In laboratory based experimental work three main pre-stressing, cooling and unloading cycles have been studied namely as LCF, LCUF and LUCF, where L is pre-load, U is unload, C is cool and F is reload to fracture. Smith and Garwood [4,5] summarised a wide range of experimental results from earlier studies for these different cycles. The LCF cycle provides the largest improvement in toughness with the minimum benefit from warm pre-stressing occurring for the LUCF cycle [6]. As shown schematically in Figure 1, if the load-unload-cool-fracture (LUCF) cycle is applied to a pre-cracked specimen the lower shelf cleavage toughness is increased following WPS on the upper shelf. However the interaction between the WPS and the subsequent toughness distribution has received less attention. This paper presents and summarises the results of detailed investigation into the brittle fracture response of two pressure vessel steels, A533B class 1 and BS1501, following WPS. A series of tests were carried out to determine the scatter in cleavage fracture toughness of these steels. The results were compared with an analytical model developed by Chell and co-workers [2,7,8]. Notably we introduced the Chell model into a simple probabilistic analysis to demonstrate how warm pre-stressing changed failure probability. Without recourse to a probabilistic analysis there arises uncertainty in the interpretation of the results. The experimental programme used single edge notched bend, SEN(B), and compact tension, C(T), specimens. Surprisingly, while the basic analytical models were...
developed over twenty years ago there have been no supporting numerical studies to verify or otherwise these theories. Nonetheless finite element (FE) work has been carried out to examine, for example, the application of the "local approach" to warm pre-stressing [9]. Recent numerical studies considered scatter in fracture toughness using probabilistic models.

To place the work in context, earlier studies on the effects of WPS and probabilistic studies on cleavage fracture toughness are reviewed briefly.

1.1. Overview of WPS effect on cleavage fracture
The warm pre-stress effect theories proposed by Chell [2, 7], based on J-integral, and by Curry [10] based on the Ritchie, Knott, Rice (RKR) model are the main theories used in WPS experimental studies. Using the Chell model, Chell and Haigh [8] proposed a simple lower bound WPS failure criterion. Smith and Garwood [4,11] provided a more detailed review of the effects of WPS on cleavage fracture in pressure vessel steels and also presented results from a comprehensive experimental programme using A533B steel SEN(B) specimens. Results were compared to the theories of Chell [2] and Curry [10], and good overall agreement was found. Reed and Knott [12-14] examined different pre-loading regimes for A533B weld steel using four-point bend specimens. Their findings suggest that the main effect of WPS is associated with a residual stress field at the crack tip. Further investigations include those by Pokrovsky et al [15], Okamura et al [16, 17] and Timofeev and Smirnov [18], Cheng and Noble [19] and Stokle et al [20].

1.2. Overview of probabilistic studies of cleavage fracture
Quantification of the scatter in fracture toughness is generally associated with the use of statistical approaches. These are mostly based on the weakest link theory proposed by Weibull [21,22]. For cleavage fracture the statistical local approach proposed by Beremin [23, 24] forms the basis for the majority of the research work carried out. Other research regarding statistical modelling of cleavage fracture include Wallin [1,25-27], Slatcher [28], Neville [29], Anderson and Stienstra [30], Smith and Garwood [4,11], Landes [31], Holzmann et al [32], Fowler et al [33], Shehu and Nilson [34], Yahya et al [35], Margolin et al [36, 37], O'Dowd et al [38], and Zhang and Knott [39]. They investigated the influence of a range of parameters on scatter in brittle fracture.

1.3. Overview of scatter in toughness following WPS
The only systematic experimental studies to investigate scatter in toughness following WPS are reported by Smith and Garwood [11], and Fowler et al [33]. However, a thorough analysis was not provided to describe the scatter.

Recently Chen et al [40] argued that a primary parameter in enhancement of apparent toughness following WPS is reduction in normal tensile stress due to decrease of the stress triaxiality and strain developing in front of the blunted tip. It was also argued that residual compressive stresses play a secondary role. Their study of the mechanism of WPS effects on toughness includes FE analyses of various WPS cycles to determine the normal stress, plastic strain and stress triaxiality distributions around the crack tip modelled with slight blunting.

In recent numerical studies scatter has been considered using probabilistic models. For example, Stockl et al [20] and Kordish et al [41] incorporated modified probabilistic models developed by Beremin group [23, 24] to predict cleavage fracture following WPS. Stockl et al [20] also compared simulations with experimental results. Their results, linked to finite element analyses, were used to suggest that crack tip blunting is the main feature that provides the improved cleavage toughness following WPS. This argument is inconsistent with the findings from Reed and Knott [13, 14] and Smith and Garwood [11]. Valeta et al [42], Yagawa et al [43] and Lidbury et al [44], among others have also investigated some aspects of WPS effect. In summary, there is a considerable body of work that identifies the essential features of the effects of warm pre-stressing on subsequent fracture response of ferritic steels.

This paper brings together a substantial quantity of recent experimental evidence. Results are compared and assessed using predictions from an analytical model of WPS combined with a statistical model of cleavage fracture proposed by Wallin [1], as well as results obtained from elastic-plastic finite element analyses in conjunction with a stress matching technique that is described later. First, a summary of an experimental programme is briefly explained and the relevant analytical models are summarised and used to assess the experimental results. Second, the FE studies are described and predictions of near crack tip residual stresses are provided. This is followed by the description of a method for determining the effects of warm pre-stressing from the FE analyses. The method is then applied to a stationary crack and to an extended crack and results are assessed in light of the experimental results and analytical procedures.

2. Experiments

2.1. Overview of experimental work
Smith and Garwood [11], and Fowler [3] performed extensive experimental programmes using C(T) and SEN(B) specimens manufactured from parent plates of A533B and BS1501 steels to investigate the WPS effect.

Tests for A533B steel were carried out using 25mm thick compact tension, C(T), and 50mm thick single edge notch bend, SEN(B) specimens. All the SEN(B) specimens were fatigue pre-cracked. The A533B steel SEN(B) specimens were fractured at ~170°C. The pre-loading occurred at or close to the estimated limit load, \(P_L\), for the specimen. Initial loading was carried at room temperature and followed by cooling to and fracturing at the low temperature.

A similar test programme was conducted for the BS1501 steel. C(T)25 and SEN(B)50 specimens were fracture tested at ~120°C, in the as-received (AR) condition. SEN(B)50 tests at ~120°C were fatigue- pre-cracked. Similar to the A533B steel specimens, BS1501 steel C(T) and SEN(B) specimens were pre-loaded at room temperature to about the estimated collapse load.

2.2. Experimental Results
In all tests the stress intensity factor at failure, \(K_I\), and at pre-loading, \(K_{IP}\), was determined using the measured maximum load and average crack length after pre-fatigue cracking (according to BS 7448, 1991).
The as-received toughness for the two steels is shown in Figures 2 and 3 as a function of specimen type and temperature. For A533B steel tested at -170°C, Figure 2, the limited tests for C(T)25 lie within the scatter for the larger SEN(B)50 results. Notably, the toughness of the EDM notched C(T)25 specimens was generally higher than the toughness of the pre-fatigue cracked specimens. Similar trends in toughness are shown in Figure 3 for BS1501 steel. The results shown in Figure 2 and 3 act as reference points for the remaining results that explore the influence of prior loading history, specimen type and experimental scatter.

The change in fracture toughness of A533B steel following proof load, is shown in Figure 4 for fracture at -170°C. Results are expressed in terms of the fracture toughness as a function of the pre-load K1. For a given specimen type there was a general increase in lower shelf toughness following WPS. This was regardless of the geometry or the technique used in pre-cracking of the specimens.

Similar effects were also found for BS1501 steel. The results are shown in Figure 5, for tests at -120°C. The increase in toughness for the C(T) specimens was more notable than for the SEN(B) specimens for this steel.

3. Analytical Models

Two models developed by Chell [2] and Curry [10] remain the main methods for predicting the effects of warm pre-stressing. A detailed review of the models is given by Smith and Garwood [4]. In each model it is essential to determine the relative sizes of the crack tip plastic zones following each loading step. For example, if the plastic zone at the low temperature fracture load is larger than the plastic zones created by pre-loading and unloading the models predict that there is no benefit obtained from warm pre-stressing. Conversely if the fracture plastic zone is within the former plastic zones the near crack tip stresses, strains and displacements are a function of the prior load history. The two models use different underlying assumptions. Curry’s model, extended by Smith and Garwood [4,11,45], uses stress superposition. Chell used discrete yielding and displacement superposition to determine the effects of load and temperature history. Details of Chell model, a Displacement superposition model, can be found in Chell and co-workers [2,7,8]. This criterion is used, together with a model for strip yielding [46], to determine the conditions for onset of failure for different loading paths. Chell demonstrated that for LUCF conditions the failure stress intensity factor, $K_f$, is obtained from:

$$\frac{K_f^2}{\sigma_{Y2}} = \frac{K_{Y1}^2}{\sigma_{Y1}} \left[ 1 - \left( \frac{R}{R_1} \right)^{\frac{m}{q}} \right] + \frac{K_{Y1}^2}{\sigma_{Y1}(\sigma_{Y1} + \sigma_{Y2})}$$

(1)

where $\sigma_{Y1}$ and $\sigma_{Y2}$ are the yield stresses at the proof load and fracture load temperatures respectively.

Curry [10] proposed an alternative method, a Stress superposition model, for predicting the effect of warm pre-stressing on lower shelf cleavage fracture. Curry’s model uses the Ritchie, Knott and Rice (RKK) fracture criterion [47]. The critical stress intensity factor, $K_{lc}$, is proportional to the product $\sigma_Y r_c$, where $\sigma_Y$ is a characteristic stress and $r_c$ is a characteristic distance ahead of the crack tip. For the LUCF case with a final fracture plastic zone smaller than prior load and unload plastic zones, the stress distribution at fracture is given by the superposition of the pre-load, unload and reload stages as follows:

$$\frac{\sigma_{Y1}}{\sigma_{Y2}} \left[ 1 - \left( \frac{R}{R_1} \right)^{\frac{m}{q}} \right] + \frac{K_{Y1}^2}{\sigma_{Y1}(\sigma_{Y1} + \sigma_{Y2})}$$

(2)

where $\sigma_Y$ is the stress component normal to the crack plane. For each loading condition this stress is a function of the current stress intensity factor and the yield stress. Curry [10] suggested using finite element stress distributions from one load case to infer the stress $\sigma_Y$ for the other load cases. Smith and Garwood [4,45] sought an analytical solution using the Hutchinson, Rice and Rosengren (HRR) stress field [48,49] for a power law hardening material. Using equation (2) as a starting point the ratio of the fracture toughness after WPS, $K_f$, to the as-received toughness, $K_{lc}$, is given by:

$$\frac{\sigma_{Y1}}{\sigma_{Y2}} \left[ 1 - \left( \frac{R}{R_1} \right)^{\frac{m}{q}} \right] + \frac{K_{Y1}^2}{\sigma_{Y1}(\sigma_{Y1} + \sigma_{Y2})}$$

(3)

where $m=(n-1)/(n+1)$ and $q=2(n+1)$ with $n$ the power law hardening exponent.

Unlike the Chell and Curry models, that are based on the local crack tip stress/strain distributions, Smith and Garwood [4] also proposed using a “reference stress” in the net section (or un-cracked ligament) of the component. This provides an approximate description of the global behaviour that leads to differences between pre-stressed and non pre-stressed components. The reference stress approach simply modifies the analytical solution (equation 10) obtained by Smith and Garwood [4] for the model proposed by Curry [10], by replacing the toughness ratio by the reference stress ratio as:

$$\frac{\sigma_{Y1}}{\sigma_{Y2}} \left[ 1 - \left( \frac{R}{R_1} \right)^{\frac{m}{q}} \right] + \frac{K_{Y1}^2}{\sigma_{Y1}(\sigma_{Y1} + \sigma_{Y2})}$$

(4)

Here the proof load reference stress, $\sigma_{Y2}$, and the reference stress at fracture, $\sigma_{Y1}$, are by definition limited to the yield stresses at the pre-load and the fracture temperatures respectively.

Since the Chell, Curry and Smith-Garwood models can be expressed in terms of the ratios of stress intensity factors, $K_f/K_{lc}$ and $K_f/K_{lc}$ predictions are shown in Figure 6. To determine the curves shown in Figure 6 it was assumed that $\sigma_{Y1}$ is 530 MPa and $\sigma_{Y2}$ is 818 MPa for A533B steel at 20°C and -170°C respectively. Also shown are the experimental results from two earlier studies by Reed and Knott [12-14] and Loss et al [50]. Note that in each of these experimental studies the average $K_f$ at the fracture temperature quoted by each researcher is used to determine the ratios $K_f/K_{lc}$ and $K_f/K_{lc}$.

Overall at low pre-load levels the agreement between the experiments and model 1 predictions is good. However at high pre-load levels the models tend to underestimate the WPS effect from the LUCF loading cycle. Later in the paper we will focus on comparing the combined Wallin-
Chell model predictions with stress matching approach based on FE simulations.

4. Analyses

4.1. Comparison with WPS Theories

The wide range of experimental results is first examined using the models developed by Chell [2, 7], Curry [10] and Smith and Garwood [5,45]. All models predict the new toughness, \( K_f \) following a proof load or warm pre-stress cycle as:

\[
K_f = g(K_{k}, K_1, \sigma_{Y1}, \sigma_{Y2})
\]  

(5)

Examples of the predictions using the Chell model are shown in Figure 4 for A533B steel at -170°C and in Figure 5 for BS1501 steel at -120°C. For A533B steel values of \( \sigma_{Y1} \) and \( \sigma_{Y2} \) were 530MPa (at 20°C) and 818MPa (at -170°C). Yield strength for BS1501 steel was 358MPa (at 20°C) and 565MPa (at -120°C).

4.2. Statistical Analysis

The number and range of experimental results generated by the test programmes for the two steels provide a database for undertaking a statistical analysis of the results. First an equation developed by Wallin [1] is used to obtain fitted parameters to the as-received experimental results. Second the model is extended to take account of the influence of WPS on lower shelf fracture toughness.

Wallin proposed that the probability of failure, \( P_f \), is given by:

\[
P_f[K_{k}]=1-\exp \left( -\frac{B_1}{B_2} \left( \frac{K_{k} - K_{min}}{K_{o} - K_{min}} \right)^n \right)
\]

(6)

where \( B_1 \) and \( K_2 \) are normalisation constants. \( B_1 \) can be any desired reference toughness and \( K_2 \) corresponds to a 63.2 percent fracture probability for thickness \( B_2 \). Wallin [1] also introduced a lower limiting value, \( K_{min} \), below which cleavage fracture is considered impossible.

Equation (6) was fitted to the as-received experimental results for A533B steel at -170°C as shown in Figure 7, and for BS1501 steel at -120°C shown in Figure 8. It was assumed that \( K_{min} \) and \( K_0 \) were free variables. The exponent \( n \) in equation (6) is 4 and the reference thickness \( B_0 \) is 50mm. The calibrated parameters \( K_{min} \) and \( K_0 \) are given as 6.0 and 64.0 for A533B at -170°C and 5.0 and 70.0 for BS1501 steel at -120°C, respectively.

4.3. Using WPS with a Statistical Analysis

To account for scatter in the WPS effect, the Chell model is used to predict changes in \( K_{min} \) and \( K_0 \) following a pre-stressing event of average magnitude. For example, the average pre-load stress intensity factor, \( K_1 \), for A533B at -170°C using SEN(B)50 specimens as shown in Figure 4 was 89MPa\(\sqrt{m}\). Similarly, following WPS the fitted parameters to the as-received data, \( K_{min} \) and \( K_0 \) are modified using equation (5) (and replacing \( K_0 \) with either \( K_{min} \) or \( K_0 \)) so that:

\[
K_{min,f} = g(K_{min}, K_1, \sigma_{Y1}, \sigma_{Y2})
\]

(7)

and

\[
K_{o,f} = g(K_o, K_1, \sigma_{Y1}, \sigma_{Y2})
\]

(8)

The probability of failure after WPS is now given by

\[
P_f[K_f]=1-\exp \left( -\frac{B_1}{B_2} \left( \frac{K_{f} - K_{min,f}}{K_{o,f} - K_{min,f}} \right)^n \right)
\]

(9)

Predicted failure probabilities using equation (9) combined with equations (7) and (8) are shown for A533B steel at -170°C in Figure 7 and for BS1501 steel at -120°C in Figure 8. Values quoted earlier for the yield strengths of the two materials were used in equations (7) and (8). For A533B steel the predicted failure probability is overestimated or conservative compared to the experimental results using SEN(B)50 specimens. Failure probability for BS1501 steel experimental results for SEN(B)50 and C(T)25 specimens was also examined. Predictions are shown in Figure 8, one based on the reference thickness, \( B_0=50mm \) and the second for \( B=25mm \). Although there were only limited experimental results using SEN(B)50 specimens the predictions at the reference thickness \( B_0=50mm \) are in good agreement with these experiments. The prediction for \( B=25mm \) was made by scaling the failure probability for \( B_0=50mm \) using equation (9). The predicted failure probability is higher than obtained in the experiments.

5. Finite Element Studies

The results of numerical simulations of the effects of warm pre-stress load histories on the candidate steels are presented in this section. The ABAQUS-CAE (version 6.2) [51] finite element code was used throughout the study. Elastic-plastic finite element studies were performed to provide an insight into the crack tip stress fields during the warm pre-stress cycle and at fracture. The FE models analysed include two-dimensional models of SEN(B) and C(T) with appropriate mesh refinement at the crack tip area to obtain consistent results. Plane strain analyses were carried out using both isotropic and kinematic hardening laws with the ratio of crack length to the crack width, \( a/W \), equal to 0.5. The results from the FE simulations are first presented in terms of the residual stresses generated after unloading following pre-loading. A method of predicting fracture following warm pre-stress in the FE simulations is then presented.

5.1 Residual Stresses

The first step in the FE analysis was to examine the residual stresses developed after pre-loading and unloading. The results, shown in Figure 9 indicate that the residual stress generated after unloading, especially the peak near tip residual stress, is strongly dependent on the material model and stress state. Although not shown in Figure 9, when residual stress fields from different pre-loads are compared, the peak residual stress is the same and the region of compressive residual stress increases with increasing pre-load.

5.2 Prediction of Fracture after WPS

Finite element simulations for these experiments were carried out for both steels ( BS1501 at -120°C and A533B at -170°C ). The results were broadly similar for a variety
of loading conditions. As with the residual stress predictions, simulations were carried out for both the SEN(B) and C(T) geometry. Finite element simulations of fracture were performed for two experimental load histories, the as-received (AR) and LUCF conditions. The analyses simulating the LUCF cycle were performed in three discrete steps. Initially the specimen was loaded to the maximum experimental applied load at room temperature. It was then incrementally unloaded to zero load at the same temperature. Finally the specimen was cooled down to the fracture temperature and reloaded to fracture. The analyses were performed using both the isotropic and kinematic hardening laws.

A typical HRR maximum principal stress distribution corresponding to a fracture load in the as-received state and determined from Ramberg-Osgood power law relationship, is shown in Figure 10. The J integral was determined directly from the ABAQUS FE analysis. Also shown is the stress distribution corresponding to the as-received fracture condition obtained from the FE analysis. Both the HRR and FE stress distributions correspond to a sharp tip crack and small displacements. For \( r/(W-a)<0.002 \) there is excellent agreement between the HRR and FE stress distributions.

In the LUCF cycle, on reloading at the lower temperature after unloading, it was found that the differences in the maximum principal stress distribution for kinematic and isotropic hardening became small and the stress distributions essentially the same at sufficiently higher loads. The stress distributions for the two hardening models for an intermediate loading at \( K=40.6 \text{ MPa}\sqrt{\text{m}} \) and at the fracture load with \( K=66 \text{ MPa}\sqrt{\text{m}} \) are shown in Figure 10. In each load case the differences between the hardening models are small.

At different levels of reloading between \( K=40.6 \text{ MPa}\sqrt{\text{m}} \) and \( K=66 \text{ MPa}\sqrt{\text{m}} \), the FE results were assessed to determine the applicability of the RKR model to the LUCF cycle. It was found that the reloading and as-received stress distributions could be matched for distances \( r/(W-a)<0.002 \) for a range of stress intensity factors between 50 and 66 MPa\(\sqrt{\text{m}} \). In contrast, the stress distribution after WPS, that matched the as-received case, for distances as far as possible ahead of the crack tip, corresponded to a fracture load that was close to the experimental conditions. The matched stress distributions for kinematic and an isotropic hardening conditions are shown in Figure 10. These results suggest that predictions of the WPS effects can be made using the stress superposition models at a limited distance ahead of the crack tip. However the results are ambiguous since there are many solutions between \( K=50 \) and 60 MPa\(\sqrt{\text{m}} \). Alternatively, when complete stress matching is made between the as-received and WPS maximum principal stresses, the resulting fracture load following WPS is well defined. Based on the simulated stress fields for the as-received and warm pre-stressed conditions it was possible for the cleavage fracture toughness of a component to be predicted by matching the stress field formed on reloading to the stress field corresponding to the material’s critical stress intensity factor. Many finite element analyses were then performed to examine this further by first simulating pre-loading events of different magnitudes at room temperature, unloading to zero load and reloading incrementally at low temperature. At each reload increment, the crack tip stress field was compared to the stress field corresponding to the as-received cleavage fracture toughness. Predictions of the critical stress intensity factor at maximum load were made using the load achieved at the increment where the stress distributions were in best agreement with the stress field for the as-received toughness.

The results of these FE predictions are summarised in Figure 11, where the reloading maximum load fracture toughness determined by stress matching with as-received stress fields is shown as a function of the proof load \( K_r \). The results correspond to the fracture behaviour of A533B steel at \(-170^\circ\text{C}\). Also shown are predictions using the Curry [10] and Chell [2,7,8] models described earlier. For clarity the results of the Curry model are shown only for an as-received toughness of 47.4 MPa\(\sqrt{\text{m}} \) and similar trends occur between the Chell and Curry models for higher levels of as-received toughness. Overall the FE analysis and the Chell model predict a larger increase in toughness than the Curry model for all levels of pre-load. This is similar to the results shown in Figure 6. The FE predictions based on stress matching generally agree with the Chell model predictions at low levels of pre-load. At higher pre-loads in the LUCF cycle the FE analysis provides a larger increase in maximum load toughness compared with the analytical models.

6. Discussion

Under fracture conditions the critical stress intensity factor for both steels improved by pre-loading at room temperature prior to fracture at low temperatures.

Based on mean values of toughness the experimental evidence suggests for A553B steel there is only a limited influence of thickness on toughness following WPS. For example, results in Figure 10 reveal similar scatter using SEN(B)50 and C(T)25 specimens. In contrast the influence of thickness was more marked for BS1501 steel. This is shown in Figure 8 for tests at \(-120^\circ\text{C}\) using SEN(B)50 and C(T)25 specimens.

Although there is a wide range of previous studies on the influence and importance of the warm pre-stress effect there is considerable difficulty in assessing the success of various models. This is mainly due to the inherent scatter in cleavage toughness of steel. For instance, Reed and Knott [12] in their WPS studies on A533B weld metal found the correlation between observed and predicted values not to be very good, although general trends could be found. Here in this paper a model has been developed that combines an empirical model [1] for the cleavage fracture toughness together with a model for the effect of WPS [2]. In principle for a given thickness the experimental results support the model predictions. There is also limited evidence that introducing a thickness correction into the model also produces conservative predictions of the probability of failure. However, the statistical model for cleavage fracture toughness following WPS is developed here on the premise that the size and shape of the distribution of cleavage initiators are unchanged.

In relation to analytical models, the main feature in the Chell model [2,7] is that warm pre-stressing provides a
zone of "locked in" dislocations associated with the local residual stresses ahead of the crack tip. The model does not include crack tip blunting. When there is good agreement between the model and experiments as shown for A533B steel at -170°C and BS1501 steel at -120°C the main improvement in toughness following WPS arises from the presence of residual stresses. This supports the findings of Reed and Knott [12-14] that residual stress is the main factor in WPS effects.

Several researchers (e.g. Pokrovsky [15] and Cheng and Noble [19]) suggest the influence of crack tip blunting and local strain hardening. There is no direct evidence that this is the case for these conditions and it can only be inferred that these maybe contributing factors. The results of the finite element analyses have revealed a number of important features about the effects of warm pre-stressing on cleavage fracture. The predicted increase in toughness after WPS are not startlingly different from those developed by a number of theoretical models. However, the FE results have allowed us to examine a number of the underlying assumptions used in the analytical models.

Throughout the FE analysis it was assumed that fracture of the as-received material was associated with the maximum principal stress distribution in the plane normal to the crack and directly ahead of the crack. In the RKR fracture model [47], fracture takes place when a critical stress, σc, is achieved at a characteristic (or critical) distance, rc, ahead of the crack tip. In other words a single point on the maximum principal stress distribution is chosen. For the two steels studied here typical distances for rc are about maximum principal stress distribution is chosen. For the of the crack tip. In other words a single point on the crack tip the onset of plasticity during re-loading stress field interacts with these residual stresses. Close to the crack tip the residual stress is the main factor in WPS effects.

The essential feature of the WPS effect is that at this distance an unambiguous matching of the principal stress after WPS could not be obtained by matching to the critical stress for onset of fracture in as-received condition. This was irrespective of the material hardening model used in the FE analysis. These findings suggest that the stress superposition approach developed by Curry [10] and extended by Smith and Garwood [45] is not an appropriate model.

In contrast, when matching of the maximum principal stresses for the as-received and WPS cases is extended for larger distances ahead of the crack tip (and outside of the plastic zone developed in each case), FE predictions of the WPS fracture load (and stress intensity factor) are very similar to the displacement superposition model developed by Chell [2] at low pre-load levels. In Chell's model the J-integral is shrunk onto the yielded region and contains only the elastic displacements when the reloading plastic zone is within the overload plastic zone. The elastic displacements in this region arise from stress field developed outside of the plastic zones.

The stress matching method developed here also suggests that if an analytical method is to be developed, other than the displacement superposition method developed by Chell, then terms other than the singular HRR field are required. For example, it is evident that the pre-loading and unloading introduces a compressive residual stress field ahead of the crack tip that extends ahead of the crack tip to about 2% of the un-cracked ligament (as shown in Figure 10). On reloading at the lower temperature the stress field interacts with these residual stresses. Close to the crack tip the onset of plasticity during re-loading effectively diminishes the presence of the residual stresses. However, further away there is only elastic superposition of the compressive residual and the tensile applied stress. This in turn provides an enhancement and increases the load at fracture after WPS that is greater than the as-received fracture load.

When reloading after WPS the near crack tip residual stresses are redistributed due to plasticity created during reloading. Consequently, the details of the material hardening model close to the crack tip appear to be unimportant even though very different residual stress fields are developed near to the crack tip for each hardening model as shown in Figures 9 and 10. Furthermore, at larger distances from the crack tip the residual stress following WPS arises from elastic recovery alone and is not influenced by the hardening model. For example this can be seen in Figure 10 for normalised distances greater than 0.006.

The results of the FE analysis presented here indicate that the presence of the residual stresses generated by proof loading is the main reason for the enhancement in the toughness compared with the as-received toughness. The excellent agreement between the FE results and the Chell model at low levels of proof loading after proof loading also reinforces the argument that the residual stresses are the main underlying feature of the WPS effect.

The results of the FE analysis, Figure 7, revealed that the predicted toughness after WPS (and noting that the predictions were made assuming stress matching) was greater than predicted by Chell's [2,7,8] displacement superposition model. Furthermore, the residual stresses that contribute to the improvement are not those directly at the crack tip, but those at some distance outside of the dominant HRR field. These results together with the comprehensive experimental results suggest that neither crack tip blunting nor strain hardening plays an important role in the improvement in toughness following warm pre-stress.

7. Concluding Remarks
Warm pre-stressing or prior loading at room temperature, followed by fracture at lower shelf temperatures, leads to improvements in fracture toughness of A533B and BS1501 steels. This is irrespective of thickness.

A combined probability of failure and analytical WPS model provided conservative estimates of the probability of failure following warm pre-stressing.

Enhancement in cleavage fracture toughness following WPS can be predicted by matching the stresses away from the crack tip based on the results obtained from FE analyses for the AR and WPS conditions.

Assuming that cleavage fracture is characterised by the distribution of the maximum principal stress directly ahead of the crack tip, the results from the FE analysis have shown that the contributing factor to the benefit provided by WPS is the residual stress.
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