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a b s t r a c t

In some scripts, especially the Farsi/Arabic script, letters normally attach together and produce many dif-
ferent patterns, some of which are fully or partially similar. Detecting such patterns and exploiting them
to reduce the library size, has a rather great effect on the compression ratio.

In this paper, a lossy/lossless compression method is proposed for bi-level printed text images in
archiving applications. For this, we propose a new 1-D pattern matching technique in the chain coding
domain that uses the proposed technique of detecting the repetitive sub-signals in order to detect the
fully or partially similar patterns.

Experimental results show that the compression performance of the proposed method is considerably
better than those of the existing bi-level printed text image compression methods as high as 1.8–4.2
times in the lossy case and 1.6–3.8 times in the lossless case at 300 dpi.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

There are many methods for compression of natural images
[21–24], the most important of which include transform-based
methods [23], vector quantization [7] and fractals [5]. Such meth-
ods reduce the redundancy at the pixel level; however, the text
images have most of their redundancy at the symbol level. Hence,
such methods have a moderate or poor efficiency on text images.

Most existing text image compression methods work on the
basis of pattern matching (PM), because it can reduce the redun-
dancy at the symbol level. In this method, first all patterns (marks)
in the input image are extracted. Each pattern is a set of connected
(neighboring) black pixels. Then, all similar patterns are grouped
together and assigned a prototype which is usually the most
similar pattern to each one of them. Of course, each pattern is
not necessarily fully similar to its corresponding prototype, and
is usually somewhat different. The difference image is called the
‘‘residual pattern” or the ‘‘error map”, and its pixels are called
the ‘‘residual pixels” or the ‘‘error pixels” [17]. The set of all proto-
types is called the library. Each prototype in the library has an in-
dex number. The image patterns are extracted successively and
compared with the prototypes to find a match. If a match occurs,
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the corresponding index of the matched prototype, the relative po-
sition of the current pattern with respect to the previously pro-
cessed pattern, and the corresponding residual pattern are
computed and saved; otherwise the current pattern is added to
the library as a new prototype and a new index number is assigned
to it. Finally, all prototypes, number sequences, and probably the
whole or parts of the residual patterns should be encoded. In the
lossy or limited bit rate compression, all or some of the residual
patterns may be omitted and hence need not be encoded. Since
the residual patterns (and even the residual pixels) have not equal
importance [17,15], it is reasonable to omit the less important ones
and encode the rest. This technique preserves the reconstructed
image quality as much as possible.

In the Farsi/Arabic script, contrary to the printed Latin script,
letters usually attach together and produce various patterns.
Therefore, some patterns are fully or partially subsets of some oth-
ers. Detecting such situations and exploiting them for reducing the
number of library prototypes have a great effect on the compres-
sion efficiency. This is because such situations frequently occur
in Farsi and Arabic text images. Fig. 1a shows an example of the full
similarity for two sample Farsi sub-words (or prototypes), where
the whole smaller prototype is repeated in the other. Fig. 1b shows
two kinds of the partial similarity. In the first (left) one, some parts
of a prototype are repeated in different parts of another prototype.
In the second (right) one, some parts of a prototype are repeated in
different parts of several prototypes.

In this paper, a PM-based method of bi-level printed text image
lossy/lossless compression is proposed for archiving purposes
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Fig. 1. (a) An example of a full similarity, (b) two examples of partial similarity.

1616 H. Grailu et al. / Image and Vision Computing 27 (2009) 1615–1625
which demand for high compression ratios, a relatively low recon-
struction time and a reasonable image quality. The proposed PM
technique operates in the 1-D domain of chain code sequences
(or signals) and can detect almost any kind of repetitive patterns.
Consequently, it can considerably reduce the library size and yield
a much higher compression ratio than those of the existing text
image compression methods for Farsi and Arabic text images as
well as those types of printed Latin text images which contain
touching characters or some fancy font faces. Nonetheless, it still
has a higher compression ratio for other scripts as well. In this pa-
per, we have modified and employed the multi-symbol QM coder
[10] to encode the sequences of numbers. The proposed compres-
sion method uses a particular template matching technique which
can compare patterns independently of their font sizes.

2. Review of the existing pm-based compression methods

Pattern Matching is the most widely used tool for compression
of bi-level text images and almost all existing efficient text image
compression methods or standards work on the basis of this idea.
These methods are grouped into lossy and lossless ones. The PM
idea, originally introduced in [1], did not encode the residual pat-
terns, and thus is a lossy compression method. Also it did not intro-
duce any compression method for prototypes. Pratt et al. [20]
introduced a method named the ‘‘combined symbol matching”
(CSM) for improving the performance of the mentioned method
in which it left the infrequently used patterns and encoded the
residual patterns using a two-dimensional run-length coding as
in ITU Group3 (G3Þ and Group4 (G4Þ facsimile standards. The pro-
posed method of [4] uses a preloaded library with alphabet charac-
ters with some different fonts. The pattern matching and
substitution (PMS) method [14] can also handle graphics in the
text images. In this method, large bodies of image graphics are di-
vided into some smaller parts, each of which is considered as a pat-
tern. The weighted AND–NOT (WAN) [8] was introduced as an
improvement to the CSM method which had a better pattern
matcher. One of the authors later stated elsewhere [9] that the per-
formance of the CSM, PMS and WAN methods is decreased when
the symbol size is decreased or the quantization noise is increased.
Thus, he proposed the combined size independent strategy (CSIS)
[9], which was similar to the PMS method but tried to operate
independently of the symbol size by performing symbol size nor-
malization. In [27], a multistage lossy method was proposed,
where after some preprocessing based on a histogram analysis
and skew correction, a PM with a rigorous comparison of patterns
was applied. Some of similar patterns may be considered as dis-
similar due to quantization noise. Thus, at the next step, such pat-
terns were found and merged by a multi-stage structural
clustering. This method has used the Q-coder for encoding the pro-
totypes, and arithmetic coding for encoding the number sequences.
The mgtic method ([26,25]) was based on pattern matching and
used an enhanced encoder in which the reconstructed image, using
the prototypes, was used for conditional context-based arithmetic
coding of the original image. The proposed method in [10] had a
similar encoder but had a difference where a combination of the li-
brary prototype and current pattern was used as the context for
encoding the current pattern. This technique was named soft pat-
tern matching or SPM [10]. The lossy SPM method performed some
further processing for lossy compression. The most important pro-
cedure was the selective pixel reversal, in which the color of poorly
predicted pixels was reversed if certain conditions were satisfied.
The SPM method had a rather better performance than that of
the mgtic method [10].

Almost all PM-based methods of bi-level text image compres-
sion use the weighted error map [25,26]. In the CSM method, first
the error map is computed by XORing the two patterns. Then, a
weighted sum of the map elements are computed and compared
against a threshold. The larger the cluster size of the error map pix-
els, the larger would be the weight [20]. The WAN method distin-
guishes between the black-to-white errors and the white-to-
black ones. It also uses the perimeter of patterns to determine if
a match should be attempted. The PMS method rejects a match,
if any position in the error map is found to have four or more
neighbors set to 1. The SPM and mgtic methods use the Hamming
distance which is the count of the number of mismatched pixels
between the patterns when they are aligned according to the geo-
metric centers of their bounding boxes [25,10]. In the lossy com-
pression case, all or some residual pixels are omitted and need
not be encoded. In [17,16] a method of prioritization of the residual
pixels for encoding has been proposed based on the distance of
these pixels from their nearest edges. This prioritization helps to
have an effective progressive compression since the most impor-
tant information has already been encoded.

The early standards such as ITU-T G3 and G4 standards have not
so far used the PM technique and operate on the basis of various run
length coding techniques and Huffman codes [26,25,10]. In these
standards the run time is more important than the compression ra-
tio. The ISO/IEC JBIG1 standard [12] for lossless bi-level image com-
pression uses the adaptive context-based arithmetic coding using a
special 10-pixel template for defining the context [12] and has re-
sults better than those of the mentioned standards ([26,10] but still
does not employ the PM technique [10]. The JBIG2 standard is the
best existing compression standard, introduced in the last decade
and has better compression performance than that of all previously
mentioned standards [11,29,28]. This standard has not specified
any specific encoder but the best existing JBIG2-based methods,
such as jb2, work on the basis of the soft pattern matching tech-
nique and therefore, are similar to the SPM method in this respect.
The jb2 method is a lossy text bi-level image compression which is
used in the DjVu document image compression method [3].

Pattern encoding is an important part of any PM-based com-
pression method. The mgtic method uses a specific two-level cod-
ing scheme [18] for encoding the prototypes. With this technique,
a larger template without a high learning cost can be used for con-
text-based arithmetic coding. For encoding the residual image, as
mentioned before, the original image is conditionally encoded
using the reconstructed image. The numbers are encoded using a
specific technique [2] based on arithmetic coding. The SPM method
uses a JBIG1-like method for encoding the prototypes and the soft
pattern matching for encoding the residual patterns. It also uses
the multi-symbol QM-Coder [10] for encoding the numbers. QM-
Coder is a specific binary arithmetic coding which provides both
an approximate arithmetic coder and a table-driven technique
for updating the probability estimate for each event’s context after
the event is coded; probability estimation is linked to coding both
to increase coding speed and to use the coder as a source of pseu-
do-random bits.

Boundary description methods such as the chain code (CC)
description convert the 2-D text image signals into a 1-D one,
and in fact, can be considered as a compression method in its
own right. Chain code is a description method which has been
mostly used for bi-level images. It was first introduced in [6]. Dif-



Fig. 2. (a) A sample bi-level pattern, (b) a sample of temporary deviation from a
point of main route and returning again to the same point.

Fig. 3. (a) A sample noisy bi-level image, (b) the result of noise removal with
Tih = 10, (c) the same result with which is shown in larger scale.
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ferential chain code is another variant of the chain code which was
introduced in [19]. Some advantages of the (differential) chain
code are as follows. First, the (differential) chain code is a compact
representation of bi-level image [13]. Secondly, the chain code is a
translation invariant representation of a bi-level image or object.
This property makes it easier to compare objects. Thirdly, the chain
code is a complete representation of an object or curve. Therefore,
we can compute any shape feature from the chain code [13].
Fourthly, the computation of the (differential) chain code needs a
relatively low time. However, the chain code is neither rotation
nor scale invariant. This is a significant disadvantage for object rec-
ognition, although the chain code can still be used to extract rota-
tion invariant parameters, such as the area of the object [13]. To
our best knowledge [23,26], the chain code technique has not so
far been used for bi-level text image compression.

In this paper, a lossy/lossless bi-level printed Farsi and Arabic
text images compression method is introduced which first con-
verts the 2-D text image signal to 1-D chain code and coordinates
signals and then employs pattern matching in the new 1-D domain
of chain code signal using the proposed technique of detecting the
repetitive sub-signals, in order to find the best library prototypes
which are a set of 1-D signals. The chain code signal is then de-
scribed by these prototypes as well as the corresponding residual
chain code signal, both of which are finally encoded using the pro-
posed modified multi-symbol QM coder. The proposed compres-
sion method has both the lossy and lossless modes. In the lossy
case, it uses some chain code-based procedures which increase
the compression ratio, and at the same time, improve the image
quality and/or readability as much as possible. These procedures
include the spot noise removal, boundary smoothing, filling the in-
ner holes of characters, and quantizing the coordinates signal.

3. Chain code, differential chain code and some applications

In this section, some techniques based on chain code are pre-
sented some of which including boundary smoothing and spot
noise removal is used only in the lossy mode of the proposed com-
pression method. The last technique for detection of repetitive sub-
signals is always used (in both lossy and lossless modes). The pro-
posed technique for template matching has not any application in
the proposed bi-level image compression method of this paper but
it can be used as a better substitute for template matching in exist-
ing 2-D PM-based image compression methods.

Chain code [13] is a boundary description method which con-
verts the 2-D image signal into the corresponding 1-D one. We
can perform this conversion by concatenating chain code se-
quences of image patterns (and probably the corresponding holes)
and producing the final ‘‘chain code (CC) signal”. Also, all the cor-
responding start pixel coordinates are put together to form the fi-
nal ‘‘coordinates signal”. The coordinates of the start pixels are
computed relative to the previous processed ones, except the first
start pixel whose coordinates are computed relative to the original
image dimensions.

In a bi-level text image, all the information exists at edges; thus,
the boundary description methods, such as the chain code are, in
fact, compression methods too, because they do not assign any ex-
tra code number for the inner regions of pattern body. Also as they
are suitable for shape description, they can describe both the text
and graphical parts of a text image. Thus, contrary to some existing
compression methods, there is no need to process the text and
graphical parts separately.

3.1. Boundary smoothing

The differential chain code (DCC), contrary to the chain code, is
almost rotation-invariant. It can be used to design nonlinear
smoothing filters that can remove specific outgrowths and inden-
tations, and thus smooth out the edges of patterns.

The bi-level pattern of Fig. 2a has an outgrowth and an indenta-
tion which are marked by C and D, respectively. By inspection of
DCC, we can detect such specific shapes and remove or fill them.
Each outgrowth or indentation is, in fact, a temporary deviation
from the main route. Thus by inspection of DCC signal in a sliding
window of length W, we can detect any desired shape and remove
or change it; this operation is in fact a nonlinear filtering. The gen-
eral prototype of some outgrowths, such as C, is f�1; ZðN1Þ;
1; ZðN2Þ;1; ZðN1Þ} and for indentations, such as D, is f1; ZðN1Þ;�1;
ZðN2Þ;�1; ZðN1Þ} in which Z(N) means a sequence of zeros with
the length of N. Total length of any shape prototype should be less
than the filter length, i.e., W. In order to smooth out such shapes,
we replace their corresponding DCC with a sequence of zeros with
the length of Z(N2)+2. The larger the value of W, the longer is the
length of prototypes which we can detect and smooth out. Another
type of smoothing is to detect the temporary deviation from a
point of the main route and returning to the same point, a sample
which is shown in Fig. 2b. By designing or determining prototypes
of various desired shapes, we can employ a variety of filters on text
images.

3.2. Spot noise removal

In noisy bi-level images which contain spot noise, like the noisy
bi-level pattern of Fig. 3a, there exist either small holes in body of
patterns or undesired black dots in the background of the text im-
age, both of which lower the text image quality. The chain code
description can help remove or reduce this type of noise using a
proper nonlinear filter similar to the one mentioned in the previ-
ous section. For this we analyze the chain code signal to detect
all such temporary deviations from a point of the main route
length of which is smaller than a predetermined threshold value
Tih. Thus, we can remove the undesired holes or dot patterns ex-
cept some of the ones which are attached to the boundaries of
patterns.

Fig. 3b shows the result of employing such a nonlinear filter to
the noisy pattern of Fig. 3a. As can be seen the CC-based nonlinear
filter have removed most of the noisy dot patterns or holes, and



Fig. 4. Some Farsi alphabet letters with the font face B-Lotus and different font sizes
and manners. Fig. 6. Some Farsi alphabet letters with the font face 2-Elham and different font

sizes and manners.
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thus the quality of the resulting image is much better than that of
the original. Fig. 3c shows this result in a larger scale. As mentioned
before, the nonlinear filter may not remove some of noisy dot pat-
terns or holes which are attached to the boundaries of the desired
pattern. Some of these situations are shown and marked by some
numbers in Fig. 3c. As can be seen, these situations sharpen or un-
smooth the pattern boundaries. Most of these situations can be re-
moved or smoothed out by employing the CC-based nonlinear
smoothing filter of the previous section. For example, the situation
marked by number 1 is in fact an indentation, the situation marked
by number 3 is an outgrowth and the situation marked by number
7 is a temporary deviation from the main route.

3.3. Template matching

CC or DCC signals can be used to compare two patterns and
determine the degree of their similarity. To this end, we can com-
pute their corresponding CC or DCC signals and stretch them such
that both of them have the same length. Then we use a similarity
measure like the cross correlation, to determine the degree of their
similarity. The weighted cross correlation of two discrete signals
x(n) and y(n) of the length, N is always between �1 and +1, and
can be defined as

CCxy ¼
PN

n¼1xðnÞyðnÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð
PN

n¼1xðnÞ2Þð
PN

n¼1yðnÞ2Þ
q : ð1Þ

In this paper, we introduce another similarity measure which has a
lower computational complexity and more efficiency. This measure
whose value is always between 0 and 1, is based on the difference of
the two signals and is defined as

DCxy ¼ 1�
PN

n¼1jxðnÞ � yðnÞjm

N �MADm ; ð2Þ

where MAD is the maximum absolute difference of signals x(n) and
y(n) and m is a predetermined constant value.

In each of Figs. 4–6, the images of four Farsi alphabet letters are
shown. In each figure a specific font face has been used. In Fig. 4 the
font B-Lotus, in Fig. 5 the font Mitra, and in Fig. 6 the font 2-Elham
have been used. For each letter in each figure, four cases are shown.
The two letters in the upper row have the same font size, but are
Fig. 5. Some Farsi alphabet letters with the font face Mitra and different font sizes
and manners.
smaller than the two letters in the bottom row. In each row, the
right letter is normal and the left one is bold.

For inspection of the CC-based comparison performance on
comparing the patterns of Figs. 4 and 5, we can compare the CC sig-
nal of an arbitrary letter of them with all the 32 patterns of these
two figures. For this, we first compute and normalize the corre-
sponding CC signals, and then, compare them using one of the
two similarity measures of the relations (1) or (2). To compare
the letters of Figs. 4 and 5, for ease of notation, we have assigned
a name and an index to each of the patterns, as shown in Fig. 7a.
Now, for example, if we compare the pattern A1 with all the pat-
terns shown in Fig. 7a using one of the two similarity measures
of relations (1) or (2), we obtain the graph of the degree of similar-
ity shown in Fig. 7b. In this figure, the solid and dashed curves cor-
respond to the relations (1) and (2), respectively; and m is set to 1.3
in the latter. The vertical axis represents the degree of similarity
and the horizontal axis represents the index of patterns of Fig. 7a
to which the pattern A1 has been compared.

The pattern A1 is similar to the patterns A1–A8, although it may
have a different font size, face or manner. As can be seen from the
Fig. 7. (a) The letters of Figs. 4 and 5 with the font faces B-Lotus and Mitra which are
named and indexed. (b) The similarity graph resulting from comparison of pattern
A1 to all letters of part (a).



Fig. 9. Types of pattern repetition in a text image.
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graph of Fig. 7b, the similarity measure for indices 1–8 is higher
than that of the other indices, which shows that the pattern A1
is similar to patterns A1–A8 in spite of the differences between
their font sizes or faces or manners. We can see that the CC signal
comparison of patterns using one of the similarity measures of
relations (1) and (2) can discriminate between different letters
and can group similar patterns with different font size, face or
manner. Thus, we can use the CC-based template matching in
the pattern matching based text image compression in order to
further reduction in the library size and consequently, increase
the compression ratio.

If a character shape is considerably changed from one font face
to another, such as the font 2-Elham relative to the font B-Lotus,
then the degree of similarity and consequently, the discrimination
property is decreased. This can be understood from the curve
shown in Fig. 8 which is the similarity graph of comparison of
the pattern A1 with all the patterns of Fig. 7a but for the two font
faces of B-Lotus and 2-Elham.

For comparison of patterns, we could also use DCC instead of CC,
but we should take two points into consideration. First, DCC signal
is sensitive to the relative changes of directions not the directions
themselves. On the other hand, usually Farsi/Arabic patterns have
straight or smooth boundaries; thus, DCC signal contains a rela-
tively high number of zeros. The cross correlation of the relation
(1), contrary to the similarity measure of (2), is sensitive to the va-
lue of two signals and not to their differences; thus, if we desire the
cross correlation to work well, we should bias the DCC signals by a
proper value. This bias value should be large enough such that
number of zeros in the biased DCC signal decreases considerably
and on the other hand, the bias value should be small enough, such
that the difference of two signals is comparable to the average
absolute values of each of them. Since the DCC signal mostly con-
tains zeros, �1s, and +1s, the best value of the bias seems to be a
value of 2 which has been approved experimentally.

The second point regarding to the use of DCC signals for com-
parison of patterns is that the degree of similarity of two patterns
is generally higher than that of the case of CC signals. The reason
can be understood by considering that the DCC signals are sensitive
only to the ‘‘changes” of directions and not to the directions them-
selves. For example all straight directions, including up, down, left,
and right, have the same DCC value of zero, although their CC codes
differ from each other; thus, more similarity will occur in the case
of comparison of the DCC signals. This property makes the DCC sig-
nal rather undesirable for the template matching but on the other
hand, it will be suitable in compression applications because as
stated above, the DCC signal has more uniformity and lower vari-
ance in comparison to the corresponding CC signal and thus, is
Fig. 8. The similarity graph of comparison of pattern A1 with the patterns of Fig. 9a
but for the two fonts B-Lotus and 2-Elham.
more suitable for compression by techniques such as run-length
coding and multi-symbol QM coder [10]. Because of this suitable
property, in this paper, we will convert the CC residual and proto-
type signals to their corresponding DCC ones and compress them
using the run-length coding and a modified multi-symbol QM
coder.

3.4. Detection of repetitive sub-signals

The technique presented in this sub-section contributes sub-
stantially to the main theme of the paper. It helps to find 1-D
library prototypes in the proposed 1-D PM-based image compres-
sion method.

There are some types of repetitive patterns in typical Farsi/Ara-
bic text images. Fig. 9 shows a part of a sample Farsi text image in
which some samples of these repetitive patterns are marked by
numerical marks. All similar repetitive patterns are marked by a
same and distinct number. The first type of repetitive patterns is
full repetition. In this type, a pattern or a group of patterns which
may corresponds to a word, phrase and even a sentence, repeats in
the text image. In Fig. 9, the cases marked by numbers 1 and 2 are
samples of repetition of a pattern, and the samples marked by
numbers 3–6 are samples of repetition of a group of patterns.

The second type of the repetitive patterns is partial repetition in
which some part of a pattern is repeated in the text image. A sam-
ple of this type is marked in Fig. 9 by number 7. The third type of
pattern repetition is boundary repetition in which some part of CC
or DCC description of boundary of a pattern repeats inside the CC
or DCC signal of the corresponding text image. Two samples of this
type of repetition are marked by numbers 8 and 9 in Fig. 9 and
their more clear illustrations are shown in Fig. 10.

It is obvious that the third type of repetition patterns always in-
cludes the first type, but not necessarily the second type, because if
the partial repetitive pattern lies in the middle of its corresponding
pattern, the corresponding CC (or DCC) sub-signals of upper and
lower boundaries lie apart in the CC (or DCC signal) of the text im-
age. But in this case, we can consider the situation as two separate
partially repetitions; consequently, if we find all repetitive sub-sig-
Fig. 10. Some samples of the third type of pattern repetition corresponding to the
samples marked by numbers 8 and 9 in Fig. 9.
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nals of CC (or DCC) signal of a text image, we would detect all exist-
ing repetitive patterns. Indeed, if we find larger repetitive sub-sig-
nals, we would detect larger repetitive patterns and the library size
would be decreased more.

It should be noted that in library size reduction, we aim to com-
promise between three factors including the length of a group of
repetitive sub-signals, the corresponding number of repetitions,
and the corresponding average degree of similarity between re-
peated sub-signals. Usually, by increasing the length of a repetitive
sub-signal, the corresponding number of repetitions and the aver-
age degree of similarity are decreased; the first factor causes a fur-
ther reduction in the library size and consequently increases the
overall compression ratio, but, the last two factors cause an incre-
ment in the variance of the corresponding residual CC signal, and
thus, decrease the overall compression ratio. Thus, we should com-
promise between these factors in order to increase the overall
compression ratio. To this end, we can define a proper objective
function of these factors and optimize it.

In the proposed repetitive sub-signals detection, the aim is to
find all groups of repeated sub-signals which simultaneously max-
imize the mentioned three factors as much as possible. This tech-
nique converts the input text image to the corresponding CC
signal and performs all subsequent procedures in the new 1-D do-
main. We define WoptðX ¼ X0Þ as the optimal length of a group of
repetitive sub-signals, one of which starts at the point (index)
X = X0 of the CC signal. The proposed algorithm, for each point X
of the CC signal, considers a ‘‘candidate sub-signal” which is a
sub-signal that starts from this point and has the length W as a
parameter. Then, it compares the candidate sub-signal with all
possible co-length sub-signals of the CC signal, using one of the
similarity measure (2) with m ¼ 1:3. Finally, by varying W and
optimizing an objective function, it computes a score function
and compares it with a threshold in order to determine whether
the current sub-signal can be a library prototype or not; if so, then
its proper length, WoptðX ¼ X0Þ, is computed as well.

Corresponding to each specific value of W, we obtain a similar-
ity curve, whose value at a point n represents the degree of similar-
ity between current candidate sub-signal (starting at point X ¼ X0Þ
and that sub-signal which starts at the point n of the CC signal. The
algorithm considers W as a parameter which varies in a predeter-
mined interval by a predetermined step. By computing all similar-
ity curves corresponding to all possible values of W, we obtain a
3-D similarity surface versus the axes W and n. This similarity sur-
face corresponds to the point X ¼ X0.

As W is increased, the number of repetitive sub-signals and the
average degree of their similarity generally is decreased. Thus, we
should define and optimize a proper objective function in order to
compromise this trade-off and determine the proper length of the
current candidate sub-signal, WoptðX ¼ X0Þ. We define this objec-
tive function as follows to find the length of the current candidate
sub-signal

WoptðX0Þ ¼ arg max
SSLðiÞ

K1:NPðiÞ:SSLðiÞ
L

þ K2:SVðiÞ
� �

for all i; ð3Þ

where L is the length of the CC signal, and K1 and K2 are weights of
the mentioned factors, i.e., NP, SV, and SSL which correspond to the
number of peaks, similarity value, and sub-signal length, respec-
tively. These weights are experimentally set to 1. The index i is re-
lated to the i’th allowable value of W. After finding the best value of
W at the point X = X0, we compute the following score function

ioptðX ¼ X0Þ ¼ arg max
i

K1:NPðiÞ:SSLðiÞ
L

þ K2:SVðiÞ
� �

for all i; ð4Þ

ScoreðX ¼ X0Þ ¼
K1:NPðioptÞ:SSLðioptÞ

L
þ K2:SVðioptÞ: ð5Þ
We repeat the above procedure to compute the values of WoptðXÞ
and Score(X) for all possible values of X. Then we find all peaks of
the score function, Score(X), and select those ones which are above
a predetermined threshold, Topt . Finally, we use the corresponding
indices of the selected peaks and the values of WoptðXÞ at these indi-
ces, to compute the best repeated sub-signals which are the library
prototypes.

4. The proposed compression method

The block diagram of the proposed bi-level printed text image
compression method which is the main theme of this paper is
shown in Fig. 11. As shown, at the first stage, the corresponding
CC and coordinates signals of the input bi-level image are com-
puted. In the lossy mode, we employ the second stage; otherwise,
we skip it. At this stage, some previously described CC-based pro-
cedures are performed. These procedures include boundary
smoothing, spot noise removal, filling some inner holes of charac-
ters, and quantizing the coordinates signal by steps of 2.

At the third stage of Fig. 11, the best repetitive sub-signals are
detected using the proposed algorithm for detecting the repetitive
sub-signals. For each group of similar sub-signals, a prototype is
determined, for example, by selecting the first-encountered one
as the prototype signal. Finally, the library is formed. Each proto-
type in the library has an index number. Then, each prototype is
subtracted from the corresponding matched parts in the CC signal.
We call the resulting CC signal as the ‘‘residual chain code” (RCC)
signal. The start index of each matched sub-signal (in the CC signal)
is saved as an index vector of [Idx,N1;N2, . . .] for every prototype.
This index vector denotes that the prototype signal with the index
Idx, is repeated in those parts of the CC signal which start at the
points N1;N2, etc.

Next, the RCC and prototype signals are converted to their cor-
responding DCC signal; this conversion is because of the useful
property of DCC signals in coding applications. Therefore, at the
end of the third stage of Fig. 11, we have a residual DCC (RDCC) sig-
nal and some prototype DCC signals as well as the index vectors.
These sequences are encoded at the next (fourth) stage of Fig. 11,
using a modified multi-symbol QM coder. We have modified the
multi-symbol QM coder [10] and used it for encoding the se-
quences of numbers. In the proposed modification, for encoding
any new arrived number, we first subtract it from the rounded
average of all previously encoded numbers in the current sequence
and then encode the result by the multi-symbol QM coder. This
subtraction is meant for producing smaller numbers and a higher
compression efficiency; because the smaller the numbers, the
smaller is the length of the output bit-stream of the multi-symbol
QM-coder [10].
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5. Experimental results

The text image database used in this work contains approxi-
mately 800 text images which are mostly bi-level printed Farsi
and Arabic text images with different spatial resolutions of 100,
200, 300 and 600 dpi and a relatively good quality. By ‘‘good qual-
ity”, we mean that those degradations which change the shape of
patterns in a non-uniform manner (such as skew) and thus pro-
duce more different prototypes do not exist; thus, common degra-
dations such as spot noise and jaggy artifacts there exist in the
images. Although the compression rate of the proposed method
is generally decreased in such situations, we expect that the pro-
posed method is not very sensitive to such degradations, because
of employing the proposed technique of repetitive sub-signals
detection.

We have classified the images into six classes for a better dis-
cussion on the compression performance. These classes include
mainly graphics, mixed Farsi-graphics, mainly Farsi, mixed Farsi–
Arabic, mainly Arabic, and English. It should be noted that the Ara-
bic and Farsi scripts are the same but some Arabic text images, like
the one shown in Fig. 12, contain some guide marks for better pro-
nunciation. The mainly Arabic class of images contains such
images. Other Arabic text images are included in the mainly Farsi
class. For discussion and illustration of the compression perfor-
mance of the proposed method, a sample text image is chosen
for each class such that its compression performance is close to
the average compression performance of the images of the corre-
sponding class. These sample images are shown in Fig. 13.

In implementing the proposed method, selecting the interval
size of variation of W in the second stage has a rather considerable
effect on the compression efficiency, because by adjusting this
parameter, we determine the permissible length of set of repetitive
patterns including sub-patterns, patterns and group of patterns
such as words, phrases, and even sentences. Indeed, the larger
the value of W, the longer is the set of repetitive patterns that could
be detected and, usually, the larger is the compression rate, but
also the longer is the computation time.

The proposed text image compression method has both lossy
and lossless modes. The performance of the lossless mode is tabu-
lated in Table 1 versus the lossless JBIG2 standard. Although the
JBIG2 standard has not specified any specific encoder [29,11], we
have used the SPM encoder [10] in the implementation.

Table 1 shows the compression performance (in bit per pixel) of
the two methods for the six images of Fig. 13 and the spatial reso-
lutions of 100, 200, 300 and 600 dpi. Also in this table, the relative
run time of these methods is compared where the lossless JBIG2
run time is chosen as the reference. In this table, for each combina-
tion of the image number, dpi, and compression method, two num-
bers are shown. The first (upper) number shows the compression
performance in bit per pixel (bpp) and the second (lower) number
Fig. 12. Some guide marks which exist in some Arabic text images.

Fig. 13. Some text image samples of the six classes, the image dimensions are at
300 dpi, (a) mainly graphics, 1500 by 1537, (b) mixed Farsi-graphics, 2100 by 3264,
(c) mainly Farsi, 1300 by 2059, (d) mixed Farsi-Arabic, 1842 by 2626 (e) mainly
Arabic, 1837 by 2667, (f) English, 2178 by 2957.
shows the relative run time in our implementation. As can be seen
from this table, the run time of the proposed compression method
is relatively higher than that of the lossless JBIG2.

The compression performance of the mentioned methods for
each of the six images is also shown in Fig. 14 versus the four dif-
ferent spatial resolutions of 100, 200, 300 and 600 dpi, respec-
tively. The relative compression rate curves of the proposed



Table 1
The compression performance and the relative run time of the proposed lossless compression method to the lossless JBIG2 for the six text images.

No 100 dpi 200 dpi 300 dpi 600 dpi

Proposed JBIG2 Proposed JBIG2 Proposed JBIG2 Proposed JBIG2

1 0.0525 0.1102 0.0223 0.0524 0.0124 0.0310 0.0048 0.0133
0.7 1 0.9 1 1.2 1 2.3 1

2 0.0864 0.1642 0.0381 0.0782 0.011 0.0242 0.0047 0.0114
1.2 1 1.5 1 1.8 1 3.2 1

3 0.0628 0.2104 0.0212 0.0743 0.0136 0.0491 0.0491 0.0301
0.9 1 1.2 1 1.4 1 3.7 1

4 0.0171 0.0463 0.0151 0.0431 0.0064 0.0186 0.0045 0.0136
0.8 1 1.3 1 1.5 1 3.9 1

5 0.0273 0.0943 0.0118 0.0420 0.0071 0.0264 0.0048 0.0191
1 1 1.7 1 1.9 1 3.5 1

6 0.1552 0.2250 0.0308 0.0493 0.0128 0.0217 0.0068 0.0126
0.7 1 1.1 1 1.3 1 3.1 1

Fig. 15. The bar chart of the relative compression ratio of the proposed lossless
compression method to the lossless JBIG2 versus the six images (a–f) of Fig 13. For
each image, four bars are shown which correspond to the four spatial resolutions of
100, 200, 300 and 600 dpi, respectively (from left to right).
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lossless compression method to the lossless JBIG2 versus the six
image numbers for the four spatial resolutions are shown in
Fig. 15.

As can be seen, the highest compression ratio of the proposed
method to lossless JPEG2 occurs for the image classes of mainly
Farsi or Arabic. For the English text image, the compression rate
of the proposed compression method is still better than that of
the lossless JBIG2. Also, this ratio for the image class of mixed Far-
si–Arabic is not as much as the image classes of mainly Farsi or
mainly Arabic, because the text language variation causes to pro-
duce more different prototypes with smaller average number of
occurrence of prototypes. For the images of the first and second
classes, although there are not much repetitive patterns, the com-
pression ratio of the proposed compression method to that of the
lossless JBIG2 is as high as that of the mixed Farsi–Arabic image
due to the existence of line-drawings. As can be seen, we have
the highest lossless compression ratio for the mainly Farsi or Ara-
bic text images as high as 3.7 times and the lowest one for the Eng-
lish text image as high as 1.7 times, at 300 dpi.
Fig. 14. (a–f) The compression performance curves (in bpp) of the proposed lossless com
vertical axis is in bpp and the horizontal axis represents the four spatial resolutions 100
For comparison of the lossy version of the proposed compres-
sion method, we have applied all previously mentioned lossy pro-
pression method and the lossless JBIG2 versus dpi for each of the six images. The
, 200, 300 and 600 dpi.



Fig. 16. Some results of the proposed lossy procedures, (a and b) the original and
the resulting boundary smoothed sample, (c and d) the original Farsi sample and
the result of removing the small patterns, (e and f) the original Arabic sample and
the result of removing the small holes and smoothing the boundaries, (g and h) the
original Arabic sample and the result of smoothing the boundaries and removing
those inner holes whose perimeter is less than a threshold, as can be seen the
quality is somewhat increased and the readability is rather well preserved, (i and j)
the original Latin sample and the result of removing those inner holes whose
perimeter is less than a threshold, as can be seen, contrary to the Arabic sample, the
quality and readability is somewhat decreased.
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cedures. These procedures include boundary smoothing, spot noise
removal, filling some inner holes of characters, and quantizing the
coordinate signal values by dividing them by 2 and rounding the
results. The results of applying some of these lossy procedures
are shown in Fig. 16. An advantage of the proposed lossy proce-
dures is that they usually improve or preserve the image quality
and/or readability especially for Farsi and Arabic text images. For
example, removing (or equivalently filling) the inner holes of Far-
si/Arabic sub-words preserves their readability and quality rather
well, as shown in Fig. 16h, but this is not true so much for English
sub-words, as shown in Fig. 16j; because the ratio of the average
area of the inner holes to the average area of the corresponding
sub-words for Farsi and Arabic text images is smaller than that
Table 2
The compression performance of the proposed lossy compression method and the lossy jb

No 100 dpi 200 dpi

Proposed jb2 Proposed jb2

1 0.0273 0.0752 0.0128 0.0378
2 0.0546 0.1228 0.0226 0.0542
3 0.0364 0.1438 0.0132 0.0543
4 0.0091 0.0313 0.008 0.0287
5 0.0166 0.0663 0.0075 0.0313
6 0.0887 0.1553 0.0194 0.0368
of English text images. We only omit/fill those holes whose perim-
eters are less than a predetermined threshold, Tih (which is set to
65 at 300 dpi in our experiments). Thus, as shown in Fig. 16j, only
some of the holes have been filled.

The performance of the lossy version of the proposed compres-
sion method is tabulated in Table 2 versus a lossy version of the
JBIG2, named jb2. The jb2 method is part of the DjVu compound
document image compression method. In computing the entries
of Table 2, we tried to tune the proposed compression method so
that the resulting image quality was near to that of the jb2 method
as much as possible. As can be seen, the relative run times of these
methods are not included in this table because their platforms
were different. For implementing the jb2 method, we used the DjVu
Solo� from the LizardTech company.

The lossy compression performance of the mentioned methods
for each image of the six classes is shown in Fig. 17 versus the four
spatial resolutions 100, 200, 300 and 600 dpi, respectively. Also the
relative compression ratio curves of the proposed lossy compres-
sion method to the lossy jb2 versus the six image numbers are
shown in Fig. 18 for the four spatial resolutions.

It can be seen that approximately similar results are again ob-
tained. For example, the highest compression ratio of the proposed
method to that of the jb2 occurs for the mainly Farsi or Arabic text
images. In addition, the compression ratio of the proposed lossy
compression method still is higher than that of the lossy jb2 meth-
od for the English text image. The boundary smoothing technique
has a considerable effect on increasing the compression ratio, espe-
cially, for the mainly graphics, mainly Farsi and mainly Arabic clas-
ses. Also as can be seen, we have again the highest lossy
compression performance for mainly Farsi or Arabic text images
as high as 4.3 times and the lowest one for the English text image
as high as 2 times at 300 dpi.

6. Conclusions

In this paper, a lossy/lossless compression method for bi-level
printed text images was proposed for archiving purposes. For this,
we proposed a new 1-D pattern matching technique in the chain
code domain, where the library prototypes are 1-D chain code sig-
nals. The proposed method used some chain code-based proce-
dures, in the lossy mode, to simultaneously increase the
compression ratio and image quality and/or readability.

In the Farsi/Arabic script, contrary to the printed Latin script,
letters normally attach together and produce many different pat-
terns. A relatively high number of these patterns are fully/partially
similar to each other. In addition, some printed Latin text images
contain undesired touching characters due to factors such as re-
sampling. The touching/attaching characters are more important
for Farsi and Arabic text images, because they occur very fre-
quently. The compression performance of the conventional PM
technique is decreased in all of the above situations, because more
different prototypes with smaller average number of occurrence
are produced.
2 method for the six text images.

300 dpi 600 dpi

Proposed jb2 Proposed jb2

0.0076 0.0235 0.0028 0.0093
0.0065 0.0162 0.003 0.0084
0.0091 0.0381 0.0049 0.0215
0.0036 0.0134 0.0024 0.0091
0.0043 0.0187 0.0029 0.0131
0.0078 0.0159 0.0041 0.0090



Fig. 17. (a–f) The compression performance curves (in bpp) of proposed lossy compression method and jb2 versus dpi for each of the six images. The vertical axis is in bpp and
the horizontal axis represents the four spatial resolutions 100, 200, 300, and 600 dpi.

Fig. 18. The bar chart of the relative compression ratio of the proposed lossy
compression method to the lossy jb2 versus the six images (a–f) of Fig 13. For each
image, four bars are shown which correspond to the four spatial resolutions 100,
200, 300 and 600 dpi, respectively (from left to right).
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The proposed compression method can detect such similar pat-
terns and exploit them to reduce the library size and consequently
increase the compression ratio. It uses the proposed technique of
repetitive sub-signal detection in order to detect the mentioned
fully/partially similar patterns.

The compression performance of the proposed method was
compared to that of the state-of-the-art compression methods, for
Farsi, Arabic and English text images. Experimental results showed
that the compression performance of the proposed method was
considerably better than that of the best existing bi-level text image
compression methods as high as 1.8–4.2 times in the lossy case and
1.6–3.8 times in the lossless case at 300 dpi. The highest compres-
sion ratios were achieved for Farsi and Arabic text images.
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