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Abstract: This paper proposes an adaptive steganographic algorithm that embeds secret data in a compressed video stream using temporal and spatial features of the video signal and human visual system characteristics. Qualified DCT coefficients of I-VOP and motion vectors of P-VOP and B-VOP are used for spatial and temporal features of the video, respectively. Embedded data is extracted without using the original video and there is no need for full decompression. Experimental results demonstrate that the proposed algorithm has high imperceptibility and capacity. Also the bit rate remains approximately constant.
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1. Introduction

Data hiding techniques embed some data in digital media, which are named host or cover media, such as audio, image and video, without introducing perceptual distortion [1]. These techniques contain two main branches; digital watermarking and steganography. Watermarking is usually used to protect intellectual property rights of multimedia contents by hiding information such as copyright information robustly in digital products while in steganography the main goal is to convey data secretly by concealing the existence of communication. Steganography has been widely dealt with in covert communication applications.

Although there are similarities between these two techniques, some characteristics of steganography differentiate it from watermarking. Steganographic methods generally rely on the assumption that the existence of the covert communication is unknown to third parties and are mainly used in secret point-to-point communication between trusting parties. On the other hand, in watermarking the existence of information is not unknown to third parties [2-4]. Another difference is that, generally, steganographic methods are not robust, i.e., the hidden information can not be recovered after data manipulation. However, watermarking, as opposed to steganography, has the additional feature of robustness against attacks. [3, 5-7]. Furthermore, in steganography the host signal is not considered to be of value to the two communicators. In contrast, in digital watermarking, the host signal is considered to be valuable to at least one of the communicators [8].

There are numerous papers about data embedding in videos. Some of them presented schemes in raw videos [9]. But embedding data in raw video is time-consuming because a compressed video stream is first decompressed into standard video, data is then embedded in the video signal, and lastly, the modified video is recompressed. This method requires fully decompressing and recompressing the video stream, a procedure that needs a lot of computer processing time.

In many papers data has been hidden in compressed domain. Some of these papers considered data hiding in DCT coefficients [5,10]. For example, Stanescu et al. [5] presented a steganographic method using spatial characteristic of the video to embed data in I-frames of the video stream. In their algorithm, for each I-frame, each DCT coefficient which is above a threshold its least-significant bit is set to the secret bit. Hu et al. [10] have presented an algorithm that embeds one bit in each qualified intra-block in H.264 bit stream.

Few papers have utilized temporal feature of the video [11,12]. Xu et al. [12] have proposed a steganographic method that uses temporal features of the video for data hiding. In their method, motion vectors with large magnitude are selected for data hiding. Then, the phase angle of these motion vectors is calculated; for the acute angle, data is hidden in the horizontal component of the motion vector and for the obtuse angle, data is embedded in the vertical component.

Two important parameters in evaluating the performance of a steganographic system are capacity and imperceptibility [13-16]. Capacity refers to the amount of data that can be hidden in the cover medium so that no perceptible distortion is introduced. Imperceptibility or transparency represents the invisibility of the hidden data in the cover media without degrading the perceptual quality by data embedding. Security is the other feature of steganography, which refers to an unauthorized person’s inability to detect hidden data [17].
Previous work in data hiding field cared little about capacity and had low embedding capacity. In those methods only one of the spatial or temporal features of the video was taken into consideration. Also in many of them, all of the frames in the video sequence are not used for data embedding. These factors have led to the low capacity of their algorithm. The goal of this paper is to propose a steganographic method for covert communication, in order to increase the capacity while preserving acceptable imperceptibility. Secret data is embedded in a compressed video bitstream adaptively using temporal and spatial features of the video signal with the consideration of the human visual system characteristics. Experimental results indicate that this algorithm has high visual quality and embedding capacity. Moreover, the bit rate remains nearly constant.

2. Embedding Algorithm

A compressed video stream is mainly composed of DCT coefficients, motion vectors, and other information (header information, etc.). In the proposed scheme the secret data is embedded in MPEG-4 bitstream by modifying DCT coefficients and motion vectors. In order for video degradation to be invisible, data embedding is performed adaptively and is based on the human visual system and local characteristics of the video signal. It should be mentioned that in the proposed algorithm the color components do not change. Also each VOP (Video Object Plane) is the entire frame. For more information about MPEG-4 it can be referred to [18].

2.1 Embedding Data in DCT Coefficients

Each I-VOP in MPEG-4 is usually divided into 8×8 DCT blocks. The DC component of DCT of an image block represents the average energy of that block and AC coefficients represent the intensity changes. In case a block has high variance (a textured block or a block containing edge elements), the magnitude of AC coefficients is large and when the block has low variance and contains almost uniform areas, the magnitude of AC coefficients is small. In other words, the AC coefficients represent the intensity of spatial changes of the block. Because of reducing the sensitivity of the human visual system in regions with high luminance intensity variations [19], this characteristic can be utilized in steganography and data can be embedded in edge pixels or textured area so that degradation in video quality is not perceptible. The details of data embedding algorithm in DCT coefficients of an I-VOP are explained as follows:

1. For each I-VOP, quantized DCT coefficients are extracted from the bitstream.
2. For each 8×8 DCT block, sum of the square of quantized AC coefficients is calculated in order to select blocks with high intensity changes as follows:

\[ S = \sum_{m=1}^{63} |AC_m|^2 \]  

where \( AC_m \) is m-th quantized AC coefficient.

3. S is compared with a threshold, \( T_1 \):

\[ B_n = \begin{cases} 1 & \text{if } S \geq T_1 \\ 0 & \text{if } S < T_1 \end{cases} \]  

If \( B_n \) is one, it indicates n-th block is a highly textured area or includes edge(s). As a result, the spatial changes of that block are high and that block can be used for data embedding. If \( B_n \) is zero, n-th block is not used for embedding.

4. For each block with \( S > T_1 \), eight bits of secret data are embedded in eight quantized DCT coefficients. For adding security, these eight coefficients are determined by a secret key that is known between the embedder and the extractor. For example, \( i = \{9, 14, 16, 17, 24, 29, 31, 40\} \) can be a secret string which determines the quantized AC coefficients into which secret bits are embedded. Embedding is according to the following rule:

\[ \text{if } \text{mod}(AC_i, 2) = \text{data}(k) \text{ then } AC'_i = AC_i \]
\[ \text{if } \text{mod}(AC_i, 2) \neq \text{data}(k) \text{ then } AC'_i = AC_i + \text{sign}(AC_i) \]  

where \( AC'_i \) is the selected i-th quantized AC coefficient after data embedding, \( \text{sign}() \) is the sign function and \( \text{data}(k) \) is the k-th secret bit to be embedded. For example, for n-th block with \( S > T_1 \), (k)-th secret bit is embedded in \( AC_{i \cdot (k+1)} \)-th secret bit is embedded in \( AC_i \). To be difficult for the third party to detect this string, this secret string can be changed after some repetition with the embedder’s and the extractor’s knowledge.

It is observed that the magnitude of modification of quantized DCT coefficients is maximally one, which is minimal and does not produce visible distortion in the video quality. The reason \( \text{sign}(AC_i) \) is added to \( AC_i \) is that after modification, the sum of square of quantized AC coefficients always remains more than the threshold. Also for blocks without secret data, sum of the square of quantized AC coefficients is less than the threshold \( T_1 \). Therefore the same threshold can be used in data embedding and extraction. Therefore, in data extraction, all blocks which contain secret data are selected and no data will be missed. Moreover, blocks which do not contain secret data are not selected and detection error does not occur. Also in this case, there is no need to the original host video for extracting hidden data. Fig. 1 shows the block diagram of data embedding in quantized DCT coefficients.

2.2 Embedding Data in Motion Vectors

Motion vectors in P-VOP and B-VOP can be utilized for data hiding. Since human visual system is less sensitive to distortion in regions that are temporally near to features of high luminance intensity [20], this feature can be utilized for data hiding. In the proposed method, data is not embedded in all motion vectors but only in motion vectors with a magnitude above a threshold. Larger magnitude illustrates faster temporal changes and less visible degradation due to data hiding. The details of data embedding in motion vectors of P-VOP and B-VOP ...
are as follows:
1. For each P-VOP and B-VOP, motion vectors are extracted from the bitstream.
2. The magnitude of each motion vector is calculated as follows:
   \[ |MV_j| = \sqrt{H_j^2 + V_j^2} \]  
   where \( MV_j \) is the motion vector of the j-th macroblock, and \( H_j \) and \( V_j \) are horizontal and vertical components of the \( MV_j \), respectively.
3. This magnitude is compared with a threshold, \( T_2 \):
   \[ AMV_j = \begin{cases} 1 & \text{if } |MV_j| \geq T_2 \\ 0 & \text{if } |MV_j| < T_2 \end{cases} \]  
   If \( AMV_j \) is one, it means that j-th motion vector satisfies the requirement and can be used for data embedding; otherwise, it is not used for data embedding. In order to increase the speed of algorithm, instead of magnitude of the motion vector, its square is used and the threshold is also changed to \( T_2 = T_2^2 \). With this, for each motion vector, one operation (square root) is removed and this causes the speed improvement. So, the "formula (5)" changes to the following formula:
   \[ AMV_j = \begin{cases} 1 & \text{if } |MV_j|^2 \geq T_2 \\ 0 & \text{if } |MV_j|^2 < T_2 \end{cases} \]  

4. For each qualified motion vector, two secret bits are embedded in horizontal and vertical components. The order by which the first bit is embedded in horizontal or vertical component is determined by a known rule between the embedder and the extractor. Since the experiments were performed with MPEG-4 Advanced Simple Profile, in which motion estimation is carried out with quarter pixel accuracy, the algorithm for data hiding in the horizontal component is as follows (Suppose that the first bit is embedded in the horizontal component):
   \[ if \ \ mod(4*H_j,2) = data(k+1) \ then \ H'_j = H_j \]  
   \[ if \ \ mod(4*H_j,2) \neq data(k+1) \ then \ H'_j = H_j + sign(H_j)*0.25 \]  
   and for the vertical component it is as follows:
   \[ if \ \ mod(4*V_j,2) = data(k+1) \ then \ V'_j = V_j \]  
   \[ if \ \ mod(4*V_j,2) \neq data(k+1) \ then \ V'_j = V_j + sign(V_j)*0.25 \]  
   where \( H'_j \) and \( V'_j \) are horizontal and vertical components after data embedding and \( data(k) \) is the k-th secret bit to be embedded.

Since the magnitude of the motion vector is large and the magnitude of modification is maximally 0.25, which is the minimum possible value of changes, the introduced distortion does not have noticeable effect on the video quality. The reason \( sign(H_j)*0.25 \) is added to \( H_j \), and also \( sign(V_j)*0.25 \) is added to \( V_j \), is that after modification, the magnitude of the motion vector always remains more than the threshold. Also motion vectors without secret data have magnitude less than the threshold \( T_2 \). Therefore the same threshold \( T_2 \) can be used in data embedding and extraction. So, in data extraction, just motion vectors which contain secret data are selected and no data will be missed. Moreover, motion vectors which do not contain secret data are not selected and detection error does not occur. Also in this case, there is no need to the original host video in order to extract hidden data. Fig. 2 shows the block diagram of data embedding in motion vectors.

### 3. Extraction Algorithm

Embedded data is extracted without using the original host video. Furthermore, data extraction does not need full decompression.

#### 3.1 Data Extraction from DCT Coefficients

Extraction of secret data from DCT coefficients is carried out as follows:
1. For each I-VOP, quantized DCT coefficients are obtained from the bitstream.
2. For each 8×8 DCT block, the sum of square of quantized AC coefficients is calculated:
   \[ S' = \sum_{m=1}^{63} |AC_{m}'|^2 \]  
3. \( S' \) is compared with the \( T_1 \) threshold:
4. If $B'_n$ is one, the quantized AC coefficients containing secret data are determined using the secret key (that is known between the embedder and the extractor) and secret bits are obtained as follows:

$$data(k) = \text{mod}(AC'_j, 2)$$

where “$i$” is determined by the secret key. If $B'_n$ is zero, the n-th block does not contain secret data.

3.2 Data Extraction from Motion Vectors

The stages of data extraction from motion vectors are as follows:
1. For each P-VOP and B-VOP, motion vectors are obtained from the bitstream.
2. For each motion vector, the square of its magnitude is calculated as follows:

$$|MV'_j|^2 = H'_j^2 + V'_j^2$$

3. This value is compared with the $T_2$ threshold:

$$AMV'_j = \begin{cases} 1 & \text{if } |MV'_j|^2 \geq T_2 \\ 0 & \text{if } |MV'_j|^2 < T_2 \end{cases}$$

4. If $AMV'_j$ is one, it means the j-th motion vector contains secret data and secret bits can be extracted as follows:

$$data(k) = \text{mod}(4 \times H'_j, 2)$$
$$data(k + 1) = \text{mod}(4 \times V'_j, 2)$$

The order by which the first bit is extracted from horizontal or vertical component is determined by a known rule between the embedder and the extractor. In the above formula it is assumed that the first bit is extracted from the horizontal component. If $AMV'_j$ is zero, the j-th motion vector does not contain secret data.

4. Experimental Results

4.1 Test Conditions

Several experiments were performed to evaluate the performance of the proposed steganographic algorithm. A 256 gray image was used as secret data for the experiments. This image was first decomposed into 8 binary images or bit planes. To increase the security, the order of the bit planes and the position of each bit in the bit plane were changed according to a known rule between the embedder and the extractor. Then each bit plane was converted into a one-dimensional stream and these streams were used for embedding. The algorithm was tested with the standard color video sequences: Flower Garden, Stefan, Bus and Foreman. All sequences were encoded with MPEG-4 Advanced Simple Profile in CIF format (352×288 pixels) at the frame rate 15 frames/s at 768 kbps. The motion vectors were supported under quarter-pixel accuracy and each VOP is the entire frame. Each group of VOPs (GOV) includes one I-VOP, three P-VOPs and eight B-VOPs, (IBBPBBPBBPBB).

For embedding data in DCT coefficients, it should be noted that if secret bits are embedded in DC and low frequency coefficients, this greatly affects the video quality and introduces high distortion. On the other hand, in the process of compression, especially for low bit rates, usually most of high frequency coefficients become zero. As a result, embedding data in these frequencies may make changes in these coefficients and cause the bit rate to increase and this can draw the attention of the third party to steganography. The experiments showed that the suitable frequency range is between 9th and 48th of DCT coefficients, for out of this range either noticeable distortion occurred or the bit rate increased significantly.

It should be mentioned when $T_1$ and $T_2$ decrease, more bits are embedded but more degradation is introduced. On the other hand, when the thresholds are increased, less modification is applied to the bitstream. Therefore, less distortion is introduced, while the capacity is reduced. According to the experiments, for $T_1 = 150$ and $T_2 = 100$ PSNR reduction is not so much and these thresholds can be suitable choices. It should be noted as it has been pointed out in the Introduction Section, steganography does not consider attacks.

---
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4.2 Imperceptibility

Peak signal-to-noise ratio (PSNR) is the criterion that is usually used for evaluating the distortion introduced by data embedding [16]. Table I illustrates PSNR (dB) of the luminance components of the compressed video without embedded data (oPSNR) and with embedded data (sPSNR), with the thresholds $T_1 = 150$ and $T_2 = 100$ for four sequences and on the average. In this table, for each type of VOP, PSNR is the average of PSNRs of that type of VOP in the sequence. Also for GOV, PSNR is the average of PSNRs for GOVs in the sequence. Also dPSNR indicates the decrease of PSNR due to data embedding. According to the table, this value is small. Furthermore, dPSNR is larger for P-VOP and B-VOP than I-VOP because distortion in I-VOP is only due to data embedding while for P-VOP and B-VOP it is due to both data embedding and prediction from previous I-VOP or P-VOP in which data has been embedded. Although PSNR for P-VOP is more than PSNR for B-VOP after embedding, dPSNR is smaller for B-VOP because fewer bits are embedded in B-VOP in comparison with P-VOP. The most dPSNR belonged to Stefan and Bus sequences because more bits were embedded in them. But all of these had good quality and were free of visible artifact after embedding.

Fig. 3 shows a B-VOP of Bus sequence at 768 kbps before and after data embedding. It is observed that imperceptibility is high and the original VOP do not differ significantly from VOP after steganography, reducing the detection probability and leaving the observer unaware of the embedded data. Because regions with high temporal or spatial changes are selected and human visual system has low sensitivity in these regions. Also for other experiments, videos after data embedding did not differ significantly from the original videos from the viewpoint of human visual system.

4.3 Capacity

Table II illustrates the number of embedded bits in each sequence at four bit rates (with $T_1 = 150$ and $T_2 = 100$). More bits were embedded in Stefan and Bus sequences because of having more textured and edgy regions and motion vectors with large amplitude (they have more temporal and spatial changes).

Fig. 4 show capacity vs. peak signal-to-noise ratio (PSNR) comparing the proposed method with the method of Stanescu et al. [5]. The method of Stanescu et al. uses spatial changes of the video and data is hidden in DCT coefficients of I-frames. It is worth mentioning that the measured points have been obtained for different thresholds at different bit rates. In order for PSNRs for VOPs of I, P, B and GOV in the compared methods to be nearly in the same range, different thresholds are chosen. Consequently, the corresponding capacities could be comparable. The proposed method has more capacity in comparison with the other method for the same PSNR because the proposed method utilizes both temporal and spatial features of the video signal according to the human visual system features for data embedding. Also, all frames are used in this process. However, in the Stanescu’s method only the spatial feature of the video and some frames are used for data embedding.

4.4 Security

For adding security, secret bits are embedded in DCT coefficients and motion vectors using secret keys that are known between the embedder and the extractor.
4.5 Changes of the Bit Rate

Table III shows changes of the bit rate due to data embedding. The bit rate after data embedding was approximately constant and there is no need to a bit rate controller. This is another advantage of the proposed method.

TABLE III: Changes of the bit rate due to data embedding (%).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Bus</th>
<th>Flower</th>
<th>Garden</th>
<th>Foreman</th>
<th>Stefan</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes of the bit</td>
<td>-0.0227</td>
<td>0.1449</td>
<td>0.0270</td>
<td>0.1105</td>
<td>0.0649</td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusion

A method for video steganography for covert communication was proposed in this paper. Secret data was embedded in a compressed video bitstream adaptively using temporal and spatial features of the video signal and human visual system characteristics. In this method, for each I-VOP, the blocks with high spatial changes were selected and secret data was embedded in some AC coefficients. For P-VOP and B-VOP, secret bits were embedded in horizontal and vertical components of motion vectors with large magnitude which represent high temporal changes. The method did not require the original video signal or bitstream for data extraction. Experimental results indicated that this algorithm has high visual quality and embedding capacity. Furthermore, the bit rate remained nearly constant without using a bit rate controller and this is another advantage of the proposed method.
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