An index for evaluating distance of a healthy heart from Sino-Atrial blocking arrhythmia
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ABSTRACT

In this paper, an index for evaluating Distance of a healthy heart from Sino-Atrial Blocking Arrhythmia (SABA) is presented. After definition of the main pacemakers’ model of heart, Sino-Atrial (SA) and Atrio-Ventricular nodes (AV), the boundary of synchronization, which demonstrates the boundary of blocking arrhythmia, is obtained using perturbation method. In order to estimate of healthy heart characteristics, a parameter estimator is introduced. The distance from SABA is calculated using Lagrange method and Kohn-Tucker conditions. In addition, the maximum admissible decrease in the coupling intensity and the maximum admissible increase in the discrepancy between the natural frequencies of two pacemakers are determined in order to maintain the synchronization between the two pacemakers.
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1. INTRODUCTION

The heart arrhythmias are the first cause of death according to World Health Organization (WHO) reports [1]. The lack of information about the health degree is one of the many factors for this. In other words, if people know their relative degree of health, the demise will be decreased. Fortunately, the medical science has the ability to measure the distance from illness in many issues. For instance, the fat and glucose of blood can be determined by some easy checks. The treatment could be initiated if it was near dangerous zone. Many works have also been done on cardiac arrhythmias' prediction to reduce the cardiac sudden death. Most of them have been done by physicians. The statistical methods are often used in those researches. In statistical methods, the QRS complex and QT interval and other segments of Electro Cardio Graph (ECG) are investigated and cardiac sudden death is predicted [2,3,4,5]. The nonlinear features such as fractal dimensions of Heart Rate Variability (HRV) are used by other methods to determine the risk of sudden death [6]. Finally, the General Regression Neural Network (GRNN), Learning Vector Quantization (LVQ) and wavelet transform are used to predict the life-threatening Ventricular tachycardia (VT) and Ventricular Fibrillation (VF) [7].

All of the works are based on signal processing and their result is a number which demonstrates the probability of being prone to arrhythmia or death. Unfortunately, signal processing based methods are not of enough accuracy to predict life-threatening cardiac arrhythmias (less than 70%) [6,7]. On the other hand, it cannot evaluate the relative degree of health if the heart is assumed healthy.

In this research, our goal is to evaluate the distance from SABA by observing action potential signals of SA and AV nodes. The blocking arrhythmias arise when two pacemakers are not in synchrony. The main reasons for asynchrony are either decreasing coupling intensity or increasing the discrepancy of two pacemakers' natural frequencies or both. For evaluation of distance from SABA, four stages should be passed. At first, a proper model should be considered for pacemakers. Then, the synchronization boundary must be obtained based on the model parameters. At the next stage, the model of parameters should be estimated from pacemakers’ action potentials. Finally, by defining a cost function for distance from SABA and using optimization methods, the minimum distance is calculated.

Many models have been proposed for pacemakers and heart cells till now. Among the most well-known of them are Van der Pol [8,9,10,11], Fitzhugh-Nagumo [12,13,14], Hodgkin-Huxley [15], Beeler-Reuter [16] and Lou-Rudy [17] model. In this research, the Van der
Pol model is used as the model of SA and AV nodes for its simplicity and sufficiency for synchronization issues.

Synchronization and its boundary have dedicated many works of engineers and physicists to itself from the past decades. Synchronization can be divided into complete synchronization, lag synchronization, functional synchronization, phase synchronization and frequency synchronization [18,19]. The output signal of the oscillators must be exactly equal for complete synchronization. In other words, two signals should be identical in amplitude and frequency. The lag synchronization is similar to complete synchronization except that the output of one oscillator should be coincided on the delayed signal of another one. The complete and lag synchronization are accessible only for two identical oscillators. In functional synchronization, the output signal of one oscillator is a function of another one. This type of synchronization is defined for those oscillators whose parameters are related together. Any type of the aforementioned synchronization types will not be occurred if two oscillators are non-identical. However, most of the coupled oscillators are non-identical in nature. In this case, the phase and frequency synchronization is defined in which, the coincidence of the output signals of two oscillators is not necessary. In phase synchronization, the phase difference of signals should be fixed for all the time and for frequency synchronization, it is enough that the phase difference of two oscillators to be bounded. The heart pacemakers are in phase synchrony in normal mode. When they tend to asynchrony, they pass frequency synchronization at first and then become asynchrony. Therefore, the boundary of synchronization is determined by frequency synchronization, but since it is difficult to find the frequency synchronization boundary (it can only be obtained by simulation [20]) and on the other hand, its distance from phase synchronization boundary if very tiny [20,21], the phase synchronization has been taken as arrhythmia boundary in this research.

Perturbation methods, specially averaging method and bi-variant expansion are more applied in synchronization boundary determination [20,21,22]. The dynamical equations of two coupled oscillators are mapped to polar space using perturbation method. In polar space, the phase difference of two oscillators is a state variable. Therefore, the stability of new dynamical system is sufficient for phase synchronization because, in this case, the phase difference tends to a fixed point.

Unfortunately, there is not any background about measuring distance from arrhythmia. Our goal in this research is to evaluate this distance using synchronization boundary and pacemakers' parameters. In addition, we will answer to two questions: 1) How much the coupling intensity can be decreased subject to synchronization? 2) How much the natural frequency difference of two pacemakers can be increased subject to synchronization?

The paper is organized as follow: After introduction in Section 1, the synchronization boundary is obtained using perturbation method in Section 2. A state and parameter estimator is introduced in Section 3 for two coupled pacemakers system. The distance from SABA is evaluated in Section 4 and the maximum permitted value of natural frequency difference and minimum permitted value of coupling intensity are calculated in Section 5. Simulation results are demonstrated in Section 6 and the conclusion is discussed in Section 7.

2. THE PACEMAKER MODEL AND SYNCHRONIZATION BOUNDARY

The asynchrony between two vital pacemakers, SA and AV nodes, is the basic reason of blocking arrhythmias. In a healthy heart, the relationship between these two pacemakers is unidirectional coupling (from SA node to AV node) according to physicians' opinion; however, some physiologists suggest that the relationship is bidirectional but the effect of AV node on SA node is very smaller than vice versa [23]. According to the feedback of automatic nerves, the second idea is more acceptable. Here, we take the coupling as bidirectional, which is the general form. To change bidirectional case to unidirectional case, it is sufficient to equate the correspondence coefficient to the effect of AV node on SA node to zero. The model of two coupled pacemakers using Van der Pol Equations are,

\[
\begin{align*}
\dot{x}_i - \mu_1 (1-x_i^2) \dot{x}_i + \alpha_1 \dot{x}_i &= \alpha'_1 (y_i - x_i) \\
\dot{y}_i - \mu_2 (1-y_i^2) \dot{y}_i + \alpha_2 \dot{y}_i &= \alpha'_2 (x_i - y_i)
\end{align*}
\]

were \( \mu_1 \) and \( \mu_2 \) are damping coefficients, \( \omega_1 \) and \( \omega_2 \) are natural frequencies, and \( \alpha'_1 \) and \( \alpha'_2 \) are coupling coefficients which demonstrate coupling intensity. Assume Eqs. 1 and 2 are the SA and AV nodes' model respectively. According to relation between two coupled pacemakers, we take \( \alpha'_i = \delta \alpha'_i \), \( \delta << 1 \). For using perturbation method, the system should be transformed to perturbation standard form. By scaling the time as \( t = \epsilon t_i \), which results \( \ddot{x} = \frac{dx}{dt} = \frac{dx}{dt} \frac{dt}{dt} = \frac{1}{\epsilon} \dot{x} \),

\[ \bar{x} = \frac{1}{\epsilon^2} \dot{x} \] the Eqs. 1 and 2 change as,

\[
\begin{align*}
\bar{x}_i - \epsilon \mu_1 (1-x_i^2) \dot{x}_i + x_i &= \epsilon \delta \alpha_2 \left( y_i - x_i \right) \\
\bar{y}_i - \epsilon \mu_2 (1-y_i^2) \dot{y}_i + (1+\epsilon \Delta) \dot{y}_i &= \epsilon \alpha_2 \left( x_i - y_i \right)
\end{align*}
\]
where $\varepsilon^2 \omega^2 = 1$, $\varepsilon^2 \omega_x = 1 + \Delta \varepsilon$ and $\alpha_z \approx \varepsilon \varepsilon'$. Suppose $\varepsilon >> 1$ therefore $\varepsilon << 1$. On the other hand, $\delta = k \varepsilon << 1$.

**Remark:** the natural frequency of SA node is greater than AV node in the healthy heart. Since our goal is the measurement of the distance of healthy heart from SABA, therefore $\Delta < 0$ according to 3.

Consider variables $x$ and $y$ linear versus $\varepsilon$ as $x = x_0 + \varepsilon x_1$, $y = y_0 + \varepsilon y_0$. By bi-variant expanding of Eq. 3 versus time in the form of $\xi = t_0$, $\eta = \varepsilon t_0$ and eliminating higher order terms ($O(\varepsilon^3)$ and higher terms) we have,

\[
\frac{\partial^2 x_0}{\partial \xi^2} + x_0 = 0 \quad (4)
\]

\[
\frac{\partial^2 x_1}{\partial \xi^2} + x_1 = -2 \frac{\partial^2 x_0}{\partial \xi \partial \eta} + \mu_x (1 - x_0) \frac{\partial x_0}{\partial \xi} \quad (5)
\]

\[
\frac{\partial^2 y_0}{\partial \xi^2} + y_0 = 0 \quad (6)
\]

\[
\frac{\partial^2 y_1}{\partial \xi^2} + y_1 = -2 \frac{\partial^2 y_0}{\partial \xi \partial \eta} + \mu_y (1 - y_0) \frac{\partial y_0}{\partial \xi}
\]

\[
+ \alpha_z \left( \frac{\partial x_0}{\partial \xi} - \frac{\partial y_0}{\partial \xi} \right) - \Delta y_0 \quad (7)
\]

Considering $x_0$ and $y_0$ in periodic forms,

\[\begin{align*}
x_0 &= A(\eta) \cos \xi + B(\eta) \sin \xi \\
y_0 &= C(\eta) \cos \xi + D(\eta) \sin \xi
\end{align*}\]

By substituting $x_0$ and $y_0$ at the right hand of Eqs. 4 and 6 and equating secular terms (coefficients of $\sin \xi$ and $\cos \xi$) to zero we have,

\[
2 \frac{dA}{d\eta} = \mu_x A - \frac{1}{4} \mu_x A (A^2 + B^2) \quad (9)
\]

\[
2 \frac{dB}{d\eta} = \mu_x B - \frac{1}{4} \mu_x B (A^2 + B^2)
\]

\[
2 \frac{dC}{d\eta} = \mu_y C - \frac{1}{4} \mu_y C (C^2 + D^2) + \alpha_z (D - B) + \Delta D
\]

\[
2 \frac{dD}{d\eta} = \mu_y D - \frac{1}{4} \mu_y D (C^2 + D^2) + \alpha_z (A - C) + \Delta C
\]

Define $A$, $B$, $C$ and $D$ as follow,

\[\begin{align*}
A &= R_1(\eta) \cos \theta_1(\eta) \\
B &= R_1(\eta) \sin \theta_1(\eta) \\
C &= R_2(\eta) \cos \theta_2(\eta) \\
D &= R_2(\eta) \sin \theta_2(\eta)
\end{align*}\]

Therefore, $x_0$ and $y_0$ are,

\[\begin{align*}
x_0(\xi, \eta) &= R_1(\eta) \cos(\xi - \theta_1(\eta)) \\
y_0(\xi, \eta) &= R_2(\eta) \cos(\xi - \theta_2(\eta))
\end{align*}\]

By substituting $A$, $B$, $C$ and $D$ in 9 and 10 and rearranging them,

\[
2 \hat{R}_1 = \mu_x R_1 \left(1 - \frac{1}{4} R_1^2\right)
\]

\[
2 R_1 \theta_1 = 0
\]

\[
2 \hat{R}_2 = \mu_x R_2 \left(1 - \frac{1}{4} R_2^2\right) - \alpha_z R_1 \sin(\theta_1 - \theta_2)
\]

\[
2 R_2 \theta_2 = -\Delta - \alpha_z + \alpha_z R_1 \cos(\theta_1 - \theta_2)
\]

where $\hat{R}_1 = \frac{dR_1}{d\eta}$, $\hat{R}_2 = \frac{dR_2}{d\eta}$, $\dot{\theta}_1 = \frac{d\theta_1}{d\eta}$, $\dot{\theta}_2 = \frac{d\theta_2}{d\eta}$. Assume $\Phi = \theta_1 - \theta_2$, the slow flow dynamical Equations are,

\[\begin{align*}
2 \hat{R}_1 &= \mu_x R_1 \left(1 - \frac{1}{4} R_1^2\right) \\
2 \hat{R}_2 &= \mu_x R_2 \left(1 - \frac{1}{4} R_2^2\right) - \alpha_z R_1 \sin \Phi
\]

\[2 \Phi = \Delta + \alpha_z - \left(\alpha_z \frac{R_2}{R_1}\right) \cos \Phi
\]

where $\Phi = \frac{d(\theta_1 - \theta_2)}{d\eta}$. The synchronization boundary is achieved by determining the Saddle-Node (S-N) and Hopf bifurcation condition curves of 14 [20]. The first step is to find the equilibrium points curve. Equate the left hand of 14 to 0,

\[
\mu_x R_1 \left(1 - \frac{1}{4} R_1^2\right) = 0 \Rightarrow R_1 = 2
\]

\[
\mu_x R_2 \left(1 - \frac{1}{4} R_2^2\right) - \alpha_z R_1 \sin \Phi = 0
\]

\[
\Rightarrow \sin \Phi = \frac{\mu_x R_2 \left(1 - \frac{1}{4} R_2^2\right)}{\alpha_z R_1}
\]
\[ \Delta + \alpha_z - \left( \alpha_z \frac{R_i}{R_z} \right) \cos \Phi = 0 \]  \quad (17)

By summing the square of 16 and 17 and substituting \( R_1=2 \) we have,

\[ \left( \mu_2 R_i \left( 1 - \frac{1}{4} R_i^2 \right) \right)^2 + \left( \left( \Delta + \alpha_z \right) R_z \right)^2 = 4\alpha_z^2 \]  \quad (18)

Replace \( R_i^2 = p \) and rearrange 18 according to power of \( p \),

\[ \frac{1}{16} \mu_2^2 p^3 - \frac{1}{2} \mu_2^2 p^2 + \left( \left( \Delta + \alpha_z \right)^2 + \mu_2^2 \right) p - 4\alpha_z^2 = 0 \]  \quad (19)

Eq. 19 shows the curve of equilibrium points vs. the system’s parameters. Using Descartes’ rule of signs we see that (19) has either one or three positive roots for \( p \). At bifurcation, there will be a double root which corresponds to requiring the derivative of (19) to vanish:

\[ \frac{3}{16} \mu_2^2 p^2 + \mu_2^2 p + \left( \left( \Delta + \alpha_z \right)^2 + \mu_2^2 \right) = 0 \]  \quad (20)

Eliminating \( p \) from (19) and (20) gives the condition for S-N bifurcation as,

\[ 4\Delta^6 + 24\Delta^4 \alpha_z + \left( 60\alpha_z^2 + 8\mu_2^2 \right) \Delta^4 + \left( 32\mu_2^2 \alpha_z + 80\alpha_z^3 \right) \Delta^3 + \left( 60\alpha_z^2 + 4\mu_2^2 + 12\mu_2^2 \alpha_z \right) \Delta^2 + \left( 8\mu_2^2 \alpha_z + 24\alpha_z^2 - 40\mu_2^2 \alpha_z \right) \Delta + 4\alpha_z^6 - \mu_2^2 \alpha_z^4 = 0 \]  \quad (21)

Eq. 21 plots as two curves intersecting at cusp points in the \((\alpha_z, \Delta)\) plane. At the cusp point, a further degeneracy occurs and there is a triple root in Eq. 19. Derivation from 20 gives,

\[ p = \frac{8}{3} \]  \quad (22)

By substituting \( p \) from (22) to (19) and (20) gives cusp points.

\[ \left( \alpha_z = 0.544 \mu_2 , \Delta_1 = 0.033 \mu_2 \right) \], \quad \left( \alpha_z = 0.544 \mu_2 , \Delta_2 = -1.122 \mu_2 \right) \]  \quad (23)

Next we look for Hopf bifurcations in the slow flow system 14. Let \( R_{10}^p, R_{20}^p, \Phi_0 \) be an equilibrium point. The behavior of the system linearized in the neighborhood of this point is determined by the eigenvalues of the Jacobian matrix.

\[ J = \frac{1}{2} \begin{bmatrix} -\alpha_z \sin(\Phi_0) & -\frac{3}{4} R_{20}^p - 4 \mu_2 & -R_{10}^p \alpha_z \cos(\Phi_0) \\ -\alpha_z \cos(\Phi_0) & \alpha_z \frac{R_{10}^p}{R_{20}^p} \cos(\Phi_0) & \alpha_z \frac{R_{10}^p}{R_{20}^p} \sin(\Phi_0) \end{bmatrix} \]  \quad (24)

Substituting \( \sin(\Phi_0), \cos(\Phi_0), R_{10}^p \) from (15–17) in 24 and after simplification,

\[ J = \frac{1}{2} \begin{bmatrix} -2\mu_1 & 0 & 0 \\ -\frac{1}{2} \mu_2 R_i \left( 1 - \frac{1}{4} R_i^2 \right) & \left( 1 - \frac{3}{4} R_{20}^p \right) \mu_2 & \left( \Delta + \alpha_z \right) R_{20} \\ -\left( \Delta + \alpha_z \right) & \left( \Delta + \alpha_z \right) \frac{R_{20}^p}{R_{20}} & \mu_2 \left( 1 - \frac{1}{4} R_{20}^p \right) \]  \quad (25)

For Hopf bifurcation, it is necessary that matrix \( J \) contains 2 pure imaginary and 1 real eigenvalue.

\[ \lambda \lambda = 0 \Rightarrow \]  \quad (26)

\[ \lambda + \mu_1 \left( \lambda^2 + \left( \frac{1}{2} \mu_2 R_{20}^p - \mu_2 \right) \lambda + J_{22} J_{33} - J_{23} J_{32} \right) = 0 \]  \quad (26)

It can be seen from 26 that the coefficient of \( \lambda \) must be 0 for Hopf bifurcation.

\[ \frac{1}{2} \mu_2 R_{20}^p - \mu_2 = 0 \Rightarrow p = R_{20}^p = 2 \]  \quad (27)

Substituting \( p \) from 27 in Eq. 19 gives the Hopf bifurcation condition curve.

\[ \lambda^2 + 2\alpha_z \lambda + \frac{1}{4} \mu_2^2 - \alpha_z^2 = 0 \]  \quad (28)

Eqs. 21 and 28 identify the phase synchronization boundary. A typical sample for synchronization boundary is brought in Ex. 1.

Synchronization boundary Equations show that the boundary depends on coupling coefficients, damping coefficients and discrepancy of two pacemakers’ natural frequency. Therefore, they should be estimated in practice for distance evaluation from SABA.

3. THE STATE-PARAMETER ESTIMATOR

Measurement of all states and parameters of the cardiac pacemakers is impossible in practice but the measurement of only their action potentials is practical using two implantable leads. In this section, a state-parameter estimator (adaptive observer) is introduced which is able to...
The adaptive rules are,
\[ \dot{x}(t) = \hat{x}(t) + \lambda \psi(\tilde{x}(t), u(t)) \]
\[ \lambda \dot{\theta}(t) = \tilde{\theta}(t) + \psi(\tilde{x}(t), u(t)) \bar{\theta}(t) \]
\[ + \Lambda(\lambda)^{-1} \left[ \lambda K + \Gamma(t) \Gamma^T(t) C^T \right] y(t) - C \bar{x}(t) \]
(31)

\[ \dot{\theta} = \hat{\theta} \text{ if } \| \theta \| \leq \Theta, \quad \dot{\theta} = \Theta \text{ otherwise.} \]

where, \( \Theta, X \) are the \( \theta(0), x(0) \) upper bound,
\[ K = \begin{bmatrix} K_1 & 0 \\ 0 & K_2 \end{bmatrix} \]
and \( K_{1,2} \) are selected such that the \( A - K_i C_i \) matrix be stable.
\[ \Lambda^{-1} = diag(1, \lambda, \lambda^2, \cdots, \lambda^{n-1}) \quad (\lambda > 0), \]
and
\[ \Lambda = \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} \]
\[ I_\lambda = \begin{bmatrix} \lambda^n I & 0 \\ 0 & \lambda^n I \end{bmatrix} \]

For using the introduced adaptive observer, the system 1 and 2 must be mapped to state space representation.
\[ \dot{x}(t) = Ax(t) + \phi(x(t), u(t)) + \psi(x(t), u(t)) \theta \]
\[ y(t) = Cx(t) \]
(32)

where,
\[ A_1 = \begin{bmatrix} 0 & 1 & 0 \\ \vdots & \ddots & \vdots \\ 0 & 0 & 1 \end{bmatrix}, \]
\[ \psi_i(x, u) = \begin{bmatrix} \psi_{1,i}(x, u) \\ \vdots \\ \psi_{m,i}(x, u) \end{bmatrix}, \]
\[ C_i = [1 \ 0 \ \cdots \ 0]_{i \times \eta}, \ n = \sum_{i=1}^{2} n_i \]
The performance of introduced estimator is demonstrated in Ex. 2.

4. DISTANCE EVALUATION FROM SABA

In this section, our goal is to evaluate the distance from SABA using synchronization boundary and pacemakers’ parameters. As it was mentioned in Section 2, the boundary is determined by S-N and Hopf bifurcation conditions. If \(-1.122 \leq \Delta < 0\), the boundary is determined by S-N bifurcation condition curve. Otherwise, the synchronization boundary is identified by Hopf bifurcation condition curve. For distance evaluation, at first, the pacemakers’ parameters should be mapped from \((\alpha', \mu, \omega_1, \omega_2)\) space to \((\alpha, \mu, \Delta)\) space.

\[ \varepsilon = \frac{1}{\omega_1} \Delta = \varepsilon (\omega_2^2 - \omega_1^2), \alpha_2 = \varepsilon \alpha_2' \] (34)

The second step is to find a point on synchronization boundary in which has the minimum distance from \((\alpha, \mu, \Delta)\). Assume the point \((\alpha_2', \mu_2', \Delta')\) is the desired point. By inverse transformation of this point using (35), the minimum distance from SABA can be obtained.

\[ \omega_2'^{\text{min}} = \omega_1^2 + \frac{1}{\varepsilon} \Delta^*, \alpha_2'^{\text{min}} = \frac{1}{\varepsilon} \alpha_2'^* \] (35)

Min. Dist. from Blocking Arrh. =

\[ \sqrt{\left(\omega_2 - \omega_2'^{\text{min}}\right)^2 + \left(\alpha_2' - \alpha_2'^{\text{min}}\right)^2 + \left(\mu_2' - \mu_2'^{\text{min}}\right)^2} \] (36)

The crucial point is how to find the desired point. The Eq. 21 contains two curves that one of them pass through origin point \((0, 0, 0)\) and forms the first part of synchronization boundary. For simplicity, we approximate this curve by a line which passes from origin and cusp point.

\[ \alpha_2 = -0.48485\Delta \] (37)

Therefore, the synchronization boundary is defined by Eqs. 28 and 37. Suppose \(P = (\alpha_2', \mu_2', \Delta_2')\) is the pacemakers’ parameters which is transformed to \((\alpha, \mu, \Delta)\) space. Define the distance of a point on boundary \(Q = (\alpha, \mu, \Delta)\) from \(P\) as,

\[ \text{Dis}^2 = (\alpha_2 - \alpha_2')^2 + (\mu_2 - \mu_2')^2 + (\Delta - \Delta_2')^2 \] (38)

By minimizing 38 subject to 37 and again subject to 28 individually and taking into account their minimum value, the desired point \((\alpha_2', \mu_2', \Delta_2')\) is achieved. Therefore, two minimization problems should be solved.

Minimize \(\text{Dis}^2\)

S.T. \(f_i(\alpha, \mu, \Delta) = \alpha_2 + 0.48485\Delta = 0 \) \(\quad -1.122 \leq \mu_2 \leq 0\)

Using Lagrange coefficient and Kohn-Tucker method for considering inequality constraints we have,

\[ L_i = \text{Dis}^2 - \lambda f_1(\alpha, \mu, \Delta) + \nu_1\Delta - \nu_2 \left(\Delta + 1.122\mu_2\right) \] (40)

\[ \nabla \lambda L_i = 0 \]

\[ \nabla \nu_1 L_i = 0 \]

\[ \nu_1\Delta = 0 \]

\[ -\nu_2 \left(\Delta + 1.122\mu_2\right) = 0 \] (41)
The parameters \((\alpha_z, \mu_z, \Delta, \lambda, \nu_1, \nu_2)\) are gained by solving 41. If conditions 42 and 43 are satisfied, the distance is evaluated from obtained \((\alpha_z, \mu_z, \Delta)\), otherwise, the extremum of those parameters which do not satisfy the conditions is substituted to evaluate distance.

\[
\Delta \leq 0 \\
-(\Delta + 1.122\mu_z) \leq 0
\]  
(42)

and

\[
\nu_1 \geq 0 \\
\nu_2 \geq 0
\]
(43)

In second time, the desired point is sought on the \((37)\) surface.

Minimize \(D^2\)

\[
S.T. \ f_2(\alpha_z, \mu_z, \Delta) = \Delta^2 + 2\alpha_z\Delta + \frac{1}{4}\mu_z^2 - \alpha_z^2 = 0
\]
(44)

\[
\Delta \leq -1.122\mu_z
\]

Again, using Lagrange coefficient and Kohn-Tucker method, \((\alpha_z, \mu_z, \Delta)\) values are obtained and distance is evaluated. By comparing the two evaluated distance and considering the minimum value, the desired point is identified. By inverse transformation of this point to \((\alpha', \mu, \omega_1, \omega_2)\) space according to Eq. 35, the minimum distance from SABA is evaluated using (36). The distance evaluation is illustrated in Ex. 3 for a typical sample.

5. IDENTIFICATION OF MAXIMUM ADMISSIBLE VARIATION OF PACEMAKERS’ PARAMETERS

In this section, our goal is to evaluate the maximum variation of a parameter subject to remaining synchronization whiles other parameters are fixed. For instance, how much the coupling coefficient can be decreased whiles two pacemakers remain in phase synchrony or how much the discrepancy of two natural frequencies can be increased and the synchronization remain unchanged.

5.1. Maximum Admissible Decrease of Coupling Coefficient

For identification of maximum admissible variation of coupling coefficient, at first, we transform the pacemakers’ parameters to same usable form in synchronization boundary equations using Eq. 34. Now, we consider coupling coefficient as unknown parameter and obtain it from Eq. 37. If the condition (42) is satisfied, the obtained value is the desired coefficient otherwise we will compute it from Eq. 28. In any way, assume the desired coefficient is \(\alpha_z^*\). Therefore the maximum admissible decrease of coupling coefficient is,

\[
\delta_{\text{max}} = \frac{\alpha_z - \alpha_z^*}{\epsilon}
\]
(45)

In other words, the minimum of coupling coefficient subject to remaining synchronization is,

\[
\alpha_{z, \text{min}} = \frac{\alpha_z^*}{\epsilon}
\]
(46)

5.2. Maximum Admissible Increase Discrepancy between Two Pacemakers’ Natural Frequencies

For identification of maximum admissible increase discrepancy between two Pacemakers’ natural frequencies, like Section 5-1, at first, we transform the pacemakers’ parameters from \((\alpha', \mu, \omega_1, \omega_2)\) space to \((\alpha, \mu, \Delta)\) space using Eq. 34. Now, we assume that \(\Delta\) is the unknown parameter and obtain it from Eq. 37. If the condition (42) is satisfied, the obtained value is desired \(\Delta\) otherwise we compute it from Eq. 28. In any way, assume the desired value is the \(\Delta^*\). Therefore the maximum admissible increase of discrepancy between two Pacemakers’ natural frequencies is,

\[
\delta_{\text{max}} = \omega_1 - \omega_{z, \text{min}}
\]
\[
\omega_{z, \text{min}} = \omega_1^* + \frac{1}{\epsilon} \Delta^*
\]
(47)

The damping coefficient is one of the determinative parameters for synchronization boundary but we ignore to find its maximum admissible variation for its little importance.

6. SIMULATION

The distance evaluation from SABA is completed in 3 steps: at first, the synchronization boundary is determined, and then the pacemakers’ parameters estimated. Finally, the minimum distance from boundary is computed. In this section, the synchronization boundary is obtained for a typical sample and plotted (Ex. 1). Afterward, the performance of introduced adaptive observer is illustrated in Ex. 2. Then the distance from SABA is shown in Ex. 3. As a final point, the maximum admissible variation of parameters is calculated in Ex. 4.

Ex. 1. Assume \(\mu_z = 1\), the synchronization boundary is determined by (21) and (28). Figure 1 shows the synchronization boundary and highlights the cusp points.

Ex. 2. Assume pacemakers’ parameters as \(\mu_z = 2\), \(\omega_2^* = 64\), \(\alpha_z' = 4\), \(\mu_z = 1\), \(\omega_2 = 25\), \(\alpha_z' = 22\). The parameters are chosen such that the synchronization frequency is 70 per minute and the natural frequency of pacemakers equal to 76 and 47 per minute for SA and AV nodes respectively. Figure 2 illustrates the state-
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Figure 1. Phase synchronization Boundary. a. small discrepancy of natural frequency b. big discrepancy of natural frequency.

**parameter estimator performance.**

**Ex. 3.** Suppose pacemakers’ parameters as **Ex. 2** for using synchronization boundary to evaluate distance from SABA, we should transform parameters at first.

\[
\varepsilon = 0.125, \delta = 0.05, \\
P = (\alpha_{lower}^i, \omega_{lower}^i, \Lambda_{lower}) = (2.75, 1, -4.875)
\]

Since \(\Lambda_{lower} = -4.875 < -1.122\), therefore the desired point is on Hopf bifurcation condition curve. By solving (44) we have, \(\alpha_1^* = 2.1409, \mu_1^* = 1.0214, \Delta^* = -5.1252\). We see that condition (44) is satisfied. The distance from SABA is,

\[
\omega_2^2 = 64 - 8 \times 5.1252 = 22.9284, \\
\alpha_2^* = 8 \times 2.1409 = 17.1272, \mu_2^* = 1.0214
\]

Min. Dist. from Blocking Arrh.

\[
= \sqrt{(\omega_2 - \omega_{2, min})^2 + (\alpha_2^* - \alpha_{2, min})^2 + (\mu_2 - \mu_{2, min})^2} = 23.7894
\]

**Ex. 4.** The maximum admissible variation for **Ex. 3** parameters are,

\[
\alpha_2^{\text{max}} = 2.0374 \Rightarrow \alpha_2^{\text{max}} = \frac{1}{\varepsilon} \alpha_2^* \\
\delta_{\text{max}} = 16.2992 \Rightarrow \delta_{\text{max}} \alpha_2^* = 5.7008 \\
\Lambda_{\text{max}} = -6.61 \Rightarrow \delta_{\text{max}} \Lambda = -1.7318, \omega_{\text{max}}^2
\]

\[
= 11.1456 \Rightarrow \delta_{\text{max}} \omega_2 = \omega_2 - \omega_{2, min} = 1.6615
\]

**7. CONCLUSIONS**

The evaluation of distance from SA blocking arrhythmia for a healthy heart was investigated in this paper. To do
this, the synchronization boundary was obtained using perturbation method. The synchronization boundary defines the illness boundary approximately. To compute the distance from this boundary, an estimator was introduced which can estimate SA and AV nodes’ parameters from their action potential signals. Using optimization methods, the minimum distance from SABA was evaluated. This value can be considered as an alarm when it is very small. The coupling intensity and discrepancy of natural frequency of two pacemakers play a crucial role in synchronization of two basic pacemakers. Hence, a method was proposed to evaluate the maximum admissible variation of these parameters. The maximum variation value demonstrates the confidence margin.

REFERENCES