
Fractal Image Compression Based on Spatial Correlation And Hybrid Particle 
Swarm Optimization With Genetic Algorithm 

 

1Gohar Vahdati, 2Habib Khodadadi, 3Mahdi 
Yaghoobi 

1,2,3Computer Engineering Department 
1,2,3Islamic Azad University,  1,3Mashhad Branch, 2Minab 

Branch 
1,3Mashhad, 2Minab, 1,2,3Iran 

1elham62.vahdati@gmail.com, 2 
habibekhodadadi@gmail.com, 3yaghobi@mshdiau.ac.ir 

4Mohammad-R. Akbarzadeh-T. 
Electrical Engineering Department 
Ferdowsi University of Mashhad 

Mashhad, Iran 
4akbarzadeh@ieee.org 

 
 
 

 
 

Abstract—Fractal image compression explores the self-
similarity property of a natural image and utilizes the 
partitioned iterated function system (PIFS) to encode it. This 
technique is of great interest both in theory and application. 
However, it is time-consuming in the encoding process and 
such drawback renders it impractical for real time applications. 
The time is mainly spent on the search for the best-match 
block in a large domain pool. In this paper, a fractal image 
compression algorithm based on spatial correlation and hybrid 
particle swarm optimization with genetic algorithm (SC-
PSOGA), is proposed to reduce the searching space. There are 
two stages for the algorithm: (1) Make use of spatial 
correlation in images for both range and domain pool to 
exploit local optima. (2) Adopt hybrid particle swarm 
optimization with genetic algorithm (PSO-GA), to explore the 
global optima if the local optima are not satisfied. Experiment 
results show that the algorithm convergent rapidly. At the 
premise of good quality of the reconstructed image, the 
algorithm saved the encoding time and obtained high 
compression ratio. 

Keywords- Fractal image compression; particle swarm 
optimization; spatial correlation; genetic algorithm; PSO-GA. 

I. INTRODUCTION 
The idea of the fractal image compression (FIC) is based 

on the assumption that the image redundancies can be 
efficiently exploited by means of block self-affine 
transformations [1,2]. In 1988, Barnsley [3] proposed the 
idea of fractal image compression for the first time. The first 
practical fractal image compression scheme was introduced 
in 1992 by Jacquin [4]. One of the main disadvantages using 
exhaustive search strategy is the  low encoding speed. 
Therefore, improving the encoding speed is an interesting 
research topic for FIC.  So far, some improved approaches 
have been presented. Fisher and Wang et al. proposed their 
classification methods [5-6] based on the feature of the 
domain blocks, respectively. Truong et al.[7] proposed a 
kind of neighborhood matching method based on spatial 
correlation which makes use of the information of matched 
range blocks and effectively reduced the encoding time. 
Some other researchers have combined fractal with other 
algorithms such as ant colony optimization [8], neural 

network [9], genetic algorithm[10-12], wavelet [13], etc. A 
schema genetic algorithm for fractal image compression is 
proposed in [14] to find the best self similarity in fractal 
image compression. Wu et al. [15] proposed a Spatial 
Correlation Genetic Algorithm (SC-GA), which speeded up 
the encoding time and increased compression ratio. PSO is 
an optimization algorithm having origins from evolutionary 
computation together with the social psychology   principle 
[16-17].The mechanism of PSO algorithm generating the 
optimal or near-optimal solutions is a stochastic process. 
Though the searching process is stochastic and the grads 
information is ignored, the ability to pursue the optimal 
solutions of the particles and the collaboration among them 
ensure that the PSO algorithm can figure out the optimal or 
near-optimal solutions quickly. The formulae of the 
traditional PSO algorithm are simpler than those of the SA 
and the ACO algorithm, which means that the PSO 
algorithm can be more conveniently implemented. The 
population size of the PSO algorithm is smaller than those of 
the SA and GA algorithm, so the initialization of the 
populations is simpler using the PSO algorithm than that of 
the other intelligent optimization algorithms. In addition, the 
population size of the PSO algorithm is constant and the 
amount of the solutions is apt to be controlled in the 
optimization process. Although the traditional PSO 
algorithm has many advantages to resolve the optimization 
problems, the performance of it, such as the premature 
convergence and the stochastic stagnation, is heavily 
impacted by the principle and the parameters of the 
algorithm. The research [18] indicates that the traditional 
PSO algorithm will smoothly slip into the local near-optimal 
solutions when the optimization problem is relatively 
complex and it cannot jump over the obstruction. The 
drawback of PSO is that the swarm may prematurely 
converge. The underlying principle behind this problem is 
that, for the global best PSO, particles converge to a single 
point, which is on the line between the global best and the 
personal best positions. This point is not guaranteed for a 
local. Another reason for this problem is the fast rate of 
information flow between particles, resulting in the creation 
of similar particles with a loss in diversity that increases the 
possibility of being trapped in local optima. To overcome the 
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limitations of PSO, hybrid algorithms with GA are proposed 
[19-21]. The basis behind this is that such a hybrid approach 
is expected to have merits of PSO with those of GA. The 
proposed hybrid PSO systems find a better solution without 
trapping in local maximum, and to achieve faster 
convergence rate. This is because when the PSO particles 
stagnate, GA diversifies the particle position even though the 
solution is worse. In PSO-GA, particle movement uses 
randomness in its search. Hence, it is a kind of stochastic 
optimization algorithm that can search a complicated and 
uncertain area. This makes PSO-GA more flexible and 
robust. Unlike traditional PSO, PSO-GA is more reliable in 
giving better quality solutions with reasonable computational 
time, since the hybrid strategy avoids premature convergence 
of the search process to local optima and provides better 
exploration of the search process [22]. 

  In this paper, a fractal image compression algorithm 
based on spatial correlation and hybrid particle swarm   
optimization with genetic algorithm, is proposed. Results 
show that proposed algorithm reduced the coding time and 
retained high compression ratio under the premise of good 
image quality. The rest of the paper is organized as follows. 
We introduce the conventional fractal image coding scheme 
in Section II. Section III describes the PSO-GA algorithm. 
Section IV describes Fractal Image Compression based on 
spatial correlation and  PSO-GA in this paper. Some 
experimental simulations are performed in Section V to 
verify the improvement of our proposed algorithm. Finally, a 
conclusion is made in Section VI. 

II. FULL SEARCH  FRACTAL IMAGE COMPRESSION 
The fundamental idea of fractal image compression is the 

Iteration Function System (IFS) in which the governing 
theorems are the Contractive Mapping Fixed-Point Theorem 
and the Collage Theorem [5]. For a given gray level image 
of size  N ൈ N, let the range pool R be the set of the ሺN/Lሻଶ 
non-overlapping blocks of size L×L which is the size of 
encoding unit. Let the contractivity of the fractal coding be a 
fixed quantity of 2. Thus, the domain pool makes up the set 
of ሺN െ 2L ൅ 1ሻଶ  overlapping blocks of size (2L×2L). For 
the case of 256×256 image with 8×8 coding size, the range 
pool contains 1024 blocks of size 8×8 and the domain pool 
contains 58081 blocks of size 16×16. For each range block v 
in R, one searches in the domain pool D to find the best 
match, i.e., the most similar domain block. The parameters 
describing this fractal affine transformation form the fractal 
compression code of  v. At each search entry, the domain 
block is first down-sampled to 8×8 and denoted by u. Let the 
set of down-sampled domain blocks be denoted by D. The 
down-sampled block is transformed subject to the eight 
transformations in the Dihedral on the pixel positions. If the 
origin of u is assumed to locate at the center of the block, the 
eight transformations T୩ ׷ k ൌ 0, … ,7 can be represented by 
the following matrices: ଴ܶ ൌ ቂ1        00        1ቃ ଵܶ ൌ ቂ1          00     െ 1ቃ ଶܶ ൌ ቂെ1 00 1ቃ

ଷܶ ൌ ቂ െ1      00     െ 1ቃ ସܶ ൌ ቂ0         11        0 ቃ ହܶ ൌ ቂ 0 1െ1 0ቃ

଺ܶ ൌ ቂ0 െ 11 0 ቃ ଻ܶ ൌ ቂ0    െ 1െ1       0ቃ (1) 
The eight transformed blocks are denoted by u୩ , k ൌ 0,1, … ,7, where u଴ ൌ u. The transformations T1 and T2 

correspond to the flips of u along the horizontal and vertical 
lines, respectively. T3 is the flip along both the horizontal 
and vertical lines. T4, T5, T6, and T7 are the transformations 
of T0, T1, T2, and T3 performed by an additional flip along 
the main diagonal line, respectively. In fractal coding, it is 
also allowed a contrast scaling p and a brightness offset q on 
the transformed blocks. Thus, the fractal affine 
transformation Φ of  u(x,y) in D can be expressed as: ߔ ൥ ,ݔሺݑݕݔ ሻ൩ݕ ൌ ൥ ܽଵଵ ܽଵଶ    0ܽଶଵ ܽଶଶ    00 0 ൩݌    ൥ ,ݔሺݑݕݔ ሻ൩ݕ ൅ ൥ݐ௫ݐ௬ݍ ൩ (2) 

Where the 2×2 sub-matrix ቂaଵଵ   aଵଶaଶଵ   aଶଶቃ  is one of the 
Dihedral transformations in (1) and ൫ݐ௫,  ௬൯ is the coordinateݐ
of the domain block in the domain pool. In each search entry, 
there are eight separate MSE computations required to find 
the index d such that ݀ ൌ ௞ݑ௞݌൫ሺܧܵܯ൛݊݅݉݃ݎܽ ൅ ,௞ሻݍ ݇        :൯ݒ ൌ 0,1, … ,7ൟ (3)

Where ܧܵܯሺݑ, ሻݒ ൌ ଶܮ1 ෍ ሺݑሺ݅, ݆ ൌ 0ሻ െ ,ሺ݅ݒ ݆ሻሻଶ௅ିଵ
௜,௝ୀ଴  (4)

Here, ݌௞ and ݍ௞ can be computed directly as ݌௞ ൌ ,௞ݑۃଶܮൣ ۄݒ െ ∑ ∑ ,௞ሺ݅ݑ ݆ሻ ∑ ∑ ,ሺ݅ݒ ݆ሻ௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴ ൧ቂܮଶݑۃ௞, ۄ௞ݑ െ ൫∑ ∑ ௞௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴ݑ ሺ݅, ݆ሻ൯ଶቃ (5)

௞ݍ ൌ ଶܮ1 ቈ෍ ෍ ,ሺ݅ݒ ݆ሻ െ ௞݌ ෍ ෍ ,௞ሺ݅ݑ ݆ሻ௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴ ቉ (6)

As u runs over all of the 58081 domain blocks in D to 
find the best match, the terms ݐ௫and ݐ௬ in (2) can be obtained. 
Together with d and the specific p and q corresponding this d, 
the affine transformation (2) is found for the given range 
block v. In practice, ݐ௫, ݐ௬, d, p, and q can be encoded using 
8, 8, 3, 5, and 7 bits, respectively, which are regarded as the 
compression code of v. Finally, as v runs over all of the 1024 
range blocks in R, the encoding process is completed.  

III. HYBRID PARTICLE SWARM OPTIMIZATION WITH 
GENETIC ALGORITHM 

A. Particle Swarm Optimization 
PSO is a population-based algorithm for searching global 

optimum. The original idea of PSO is to simulate a 
simplified social behavior. It ties to artificial life, like bird 
flocking or fish schooling, and has some common features of 
evolutionary computation such as fitness evaluation.For 
example, PSO is like a GA in that the population is 
initialized with random solutions. The adjustment toward the 
best individual experience (PBEST) and the best social 
experience (GBEST) is conceptually similar to the crossover 
operation of the GA. However, it is unlike a GA in that each 
potential solution, called particle, is ‘‘flying” through 
hyperspace with a velocity. Moreover, the particles and the 
swarm have memory, which does not exist in the population 
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of the GA [16-17]. PSO is initialized with a swarm including 
N random particles. Each particle is treated as a point in a D-
dimensional space. The i-th particle is represented as x୧ ൌ ሺx୧ଵ  , x୧ଶ, … , x୧Dሻ, x୧୨ is limited in the range ൣ ௝ܽ, ܾ௝൧.The 
best previous position of the i-th particle (PBEST), is 
represented as p୧ ൌ ሺp୧ଵ  , p୧ଶ, … , p୧Dሻ .The best particle 
among all the particles in the population (GBEST), is 
represented by  p୥ ൌ ሺp୥ଵ  , p୥ଶ, … , p୥Dሻ . The velocity of 
particle i is represented as V୧ ൌ ሺv୧ଵ  , v୧ଶ, … , v୧Dሻ.  
  After finding the aforementioned two best values, the 
particle updates its velocity and position according to the 
following equations: v୧ୢ ൌ v୧ୢ ൅ cଵrଵሺp୧ୢ െ x୧ୢሻ ൅ cଶrଶሺp୥ୢ െ x୧ୢሻ (7)x୧ୢ ൌ x୧ୢ ൅ v୧ୢ (8)

where d is the d-th dimension of a particle, c1 and c2 are 
two positive constants called learning factors, r1 and r2 are 
random numbers in the range of [0, 1].The population size is 
first determined, and the position and velocity of each 
particle are initialized. Each particle moves according to (7) 
and (8), and the fitness is then calculated. 

Meanwhile, the best positions of each particle and the 
swarm are recorded. Finally, as the stopping criterion is 
satisfied, the best position of the swarm is the final solution. 

B. Genetic Algorithm 
Genetic algorithm is a biologically motivated search 

method mimicking the natural selection and natural genetics. 
It is capable of finding the near-optimal solution since the 
candidate solutions will not get stuck at the local optima. 
Therefore, GA is especially efficient when the search space 
of a problem has very rough landscape riddled with many 
local optima. GA is suitable to fractal image compression 
because the search of the best match is highly related to such 
characteristics [15]. The elementary operations of GA 
include selection, crossover, and mutation. 

C. Hybrid PSO with GA 
  In this model the initial population of GA is assigned by 

solutions of PSO. The total numbers of iterations are equally 
shared by PSO and GA. First half of the iterations are run by 
PSO and the solutions are given as initial population of GA. 
Remaining iterations are run by GA. 

IV.  FRACTAL IMAGE COMPRESSION BASED ON SPATIAL 
CORRELATION AND HYBRID PSO WITH GA (SC-PSOGA) 

The proposed method is implemented in two stages. The 
first stage makes full use of spatial correlations in images to 
exploit local optima. It can reduce the searching space of the 
similar matching domain pool, and shorten the optimal 
searching time. The second stage is operated on the whole 
image to explore more adequate similarities if the local 
optima are not satisfied. Let ri be the range block to be 
encoded, 0≤݅<1024. Denote the neighbor range blocks of ri, 
as depicted in Figure1, by  ݎு, ݎ௏, ݎ஽ and  ݎ஽ᇲ  which have 
been encoded. Assume ݀ுሺଵሻ, ݀௏ሺଵሻ, ݀஽ሺଵሻ and ݀஽ᇲሺଵሻ are the 
corresponding matched domain blocks, respectively. Now, 
one will restrict the searching space of  ri to ݀ுሺଵሻ, ݀௏ሺଵሻ , 

݀஽ሺଵሻ, ݀஽ᇲሺଵሻ including some domain blocks in the relative 
directions. For example, ݀ுሺଵሻ is the mapped domain block 
of rH which is in the horizontal direction of ri. Thus one 
expands the searching space in the horizontal direction (SH) 
to ݀ுሺ଴ሻ , ݀ுሺଵሻ , ݀ுሺଶሻ and ݀ுሺଷሻ  as depicted in Figure 1. 
Similarly, ݀௏ሺଵሻ, ݀஽ሺଵሻand ݀஽ᇱሺଵሻ are expanded to SV, SD, SDᇲ, 
according to their corresponding directions.  

 
Figure 1.  The searching space of the current range block in the first stage. 

Thus, the searching space of ri is limited to S ൌ ሼSH, SV, SD, SDᇲሽ (9)

In this case, the expansion width is said to be 4, which 
can be set to other values according to the trade-off between 
the encoding speed and the bit rate [7]. It should be noted 
that some of these neighbors and their extended domain 
blocks might not exist. They are considered whenever they 
are applicable. To avoid large gaps between this local 
minimum and the global minimum obtained through the 
baseline method, one pre-defines a threshold T.  If the local  
minimum exceeds this threshold , PSO-GA algorithm, will 
be invoked. The detailed steps of the proposed improved 
algorithm (SC-PSOGA) are given as follows: 

(1) Let i = 0. 
(2) Define the searching space S as depicted in Figure 1. 
(3) Perform the first stage of the proposed algorithm on ri. 

Let dୱሺ୧ሻ   be the best-matched block in this stage. If  ܧܵܯ൫݀௦ሺ௜ሻ, ௜൯ݎ ൏ ܶ  , record the fractal code and go to step    
(5). 

(4) Perform the second stage of the proposed algorithm  
(PSO-GA), on ri. Let d୤ሺ୧ሻ be the best-matched block in this 
stage. record the fractal code. 

(5) Let i = i + 1, If i is equal to 1024, then stop, otherwise 
go to step (2). 

 if the fractal codes come from the first stage, the range 
block ri is called ‘‘hit” block, which indicates that the local 
optima can satisfy the demand. For a hit block, fewer bits are 
required to record the offset of the domain block instead of 
the 16-bit absolute position. This will improve the 
compression ratio. Let NR and NH denote the number of 
range blocks and hit blocks, respectively. For hit blocks, 2 + 
Bw bits are required to record the relative positions, where 
Bw denotes the number of bits to represent the expansions. 
Let Bk, Bp and Bq denote the number of bits required to 
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represent the orientation, the contrast and the brightness, 
respectively. Then the bit rate (bit per pixel) can be 
computed directly in terms of the number of hit blocks as bpp ൌ NH൫1 ൅ ሺ2 ൅ B୵ሻ ൅ B୩ ൅ B୮ ൅ B୯൯NTP൅ ሺNR െ NHሻ൫1 ൅ BA ൅ B୩ ൅ B୮ ൅ B୯൯NTP

(10)

where NTP is the total number of pixels in the image. 
Note that one bit is required to indicate if the block is a hit 
block. The detailed design of PSO-GA is summarized as 
follows: As discussed in Section II, the parameters tx, ty, d, p, 
and q constitute the fractal code. In PSO method, we encode 
the particle as (tx, ty), which is the position of the domain 
block. The quantities p and q can be calculated from (5) and 
(6), and k is searched separately. At each search entry, all of 
the eight Dihedral transformations in (1) are performed and 
the best index d in (3) can be obtained. The fitness value of a 
particle is defined as the minus of the minimal MSE 
produced from eight Dihedral transformations, i.e.,  

-MSE((pdud + qd),v). The steps of  PSO algorithm are 
summarized as follows: 

1. Initialize the parameters of PSO. 
2. For each particle (tx, ty), fetch the domain block at (tx,ty) 

in the image. Sub-sample the block and denote it by u. 
3. For each Dihedral transformation, compute uk, k = 

0,…, 7. Calculate the contrast scaling pk and brightness 
offset qk. Find the fitness of the particle corresponding to the 
best parameter d as given in (3). 

4. Update the PBEST(p୧) and the GBEST(p୥) if required.  
5. If stopping criterion is satisfied, then stop. 
6. For each particle, update the velocity and the position 

according (7) and (8). Go to step 2. 
(1) Chromosome formation:  

  Since the fractal encoding scheme utilize the PIFS to 
encode every range block, one takes the absolute position (tx, 
ty) of a domain block and the dihedral transformation d to 
constitute a chromosome. A chromosome is 19 bits in length 
as shown in Figure 2, in which 3, 8 and 8 bits are allocated 
for d and (tx, ty), respectively. 

 
Figure 2.  Structure of a chromosome 

(2) Fitness function:  
The distance of both range block and sub- sampled 

domain block is measured by MSE. The fitness value is 
defined as the reciprocal of MSE. 

(3) Initial population:  
Chromosomes are initialized by solutions of  PSO.  
(4) Selection: 

Select two individuals into the mating pool to take part in 
the genetic operation in term of roulette wheel method. 

(5) Crossover:  
Perform one-point crossover on the selected 

chromosomes in the mating pool with probability pc. 

(6) Mutation: 
The mutation operation with probability Pm is applied to 

the temporary offspring in order to generate the offspring for 
the next generation. Here the goal of the mutation is to 
maintain the diversity of the population and to avoid pre-
maturity. 

(7) Stopping criterion: 
The goal of stopping criterion is to stop the GA 

evolutionary process. Here, a pre-set number of iterations is 
adopted to stop the evolution. 

V. EXPERIMENTAL RESULTS 
The proposed algorithm is examined on images Lena, 

Pepper and Baboon with the size of 256×256 and gray scale. 
The size of range blocks is considered as 8×8 and the size of 
domain blocks is considered as 16×16. In our experiments, 
the MSE threshold (T) values are set to be 100, 300 and 80, 
for the images Lena, Baboon, and Pepper, respectively. The 
coefficients of PSO are set heuristically as C1=1.3 and 
C2=1.4.  

Table I, shows the various parameters of different 
algorithms used in this current investigation. Table II, shows 
the experimental results on the hybrid PSO-GA method,  
Full Search method and Traditional GA method.  

 Table III,  shows some comparative results for both our 
method and SC-Full Search method[7]. According to Tables 
II and III, the proposed algorithm improves the performance 
of fractal image compression for all the experimental results.  

TABLE I.  DIFFERENT PARAMETERS OF HYBRID PSO-GA METHOD 
AND PROPOSED METHOD 

method Population 
size iteration Pc Pm 

PSO-GA PSO 20 20 - - 
GA 20 20 0.6 0.005

SC-PSOGA PSO 30 30 - - 
GA 30 30 0.6 0.005

 

TABLE II.  THE COMPARISON OF HYBRID PSO-GA ALGORITHM AND 
TRADITION GA METHOD TOGETHER WITH FULL SEARCH METHOD 

Image Method PSNR Speed-up rate

Lena 
Full Search 28.91 1 

PSO-GA 27.53 69.66 
Traditional GA 26.23 54.35 

Pepper 
Full Search 29.84 1 

PSO-GA 28.29 68.36 
Traditional GA 27.10 53.99 

Baboon 
Full Search 20.15 1 

PSO-GA 19.75 76.05 
Traditional GA 19.47 53.62 
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VI. CONCLUSION 
In this paper, a fractal image compression method based 

on spatial correlation and hybrid particle swarm optimization 
with genetic algorithm, is proposed. There are two stages for 
the algorithm. The first stage exploits local optima by 
making use of the spatial correlation between neighboring 
blocks. If the local optima are not satisfied, the second stage 
of the algorithm is carried out in order to explore further 
similarities from the whole image. Since the searching space 
in the first stage is much smaller, so the coding time is 
reduced.  Such a method can speed up the encoder and also 
preserve the image quality. Moreover, the compression ratio 
can also be improved since only relative positions are 
recorded in the first stage of the algorithm.  
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TABLE III.  THE COMPARISON OF PROPOSED  METHOD (SC - PSOGA) 
WITH SC- FULL SEARCH METHOD 

Image Method PSNR Time 
Speed 

up 
rate 

Hit 
block bpp 

Lena 

Full 
Search 28.91 3135 1 - 0.4844

SC – 
full 

search 
27.94 1326 2.36 581 0.3936

SC - 
PSOGA 27.24 44 71.25 584 0.3931

Pepper 

Full 
Search 29.84 3145 1 - 0.4844

SC – 
full 

search 
29.12 1220 2.57 584 0.3931

SC – 
PSOGA 28.23 40 78.62 589 0.3922

Baboon 

Full 
Search 20.15 2966 1 - 0.4844

SC -
Full 

Search 
19.90 1502 1.97 304 0.4443

SC -
PSOGA 19.66 73 40.63 303 0.4445
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