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A B S T R A C T

The main idea of the paper is to present a dynamic relaxation algorithm that does not require the damping matrix and velocity terms. The general formulation suggested in this article covers the common DRM as well. In order to verify the ability of the new technique, the obtained static and dynamic solutions are checked with the ones found by the other scheme. When the loads are variable and the behavior of the system is extremely nonlinear, the proposed procedure works efficiently.

1. Introduction

The dynamic relaxation method (DRM), as an explicit process, has merit versus the implicit algorithms. The principal virtues are the use of less memory and the elimination of the round-off errors. The DRM converts a static problem to a dynamic one by considering the virtual masses, damping and time steps. If one uses the proper values for the fictitious variables, then the system response will converge to the exact solution. Frankel utilized a finite difference approximation and the linear assumption for the error variation to find the numerical convergence conditions for a system of differential equations [1]. The Frankel method has been applied by other researchers for the solution of elastic problems [2–5]. In addition, there have been many efforts to automatically obtain the DR parameters [6–9]. Recently, investigations on the dynamic relaxation techniques were presented and the merits of this process for solving nonlinear dynamic problems were shown [10–13].

In addition to the fundamental studies, many applications of the DRM have been reported. The researchers, such as Kadkhodayan, Turvey, Salehi and their co-workers, have studied the both geometric nonlinear [14–19] and material nonlinear analyses of the plates [20–22]. Turvey and Salehi have also used the dynamic relaxation process to analyze composite plates [23,24]. Utilizing the adaptive DRM, Oakley et al. considered the analysis of nearly incompressible materials too [25,26]. It should be noted; the dynamic relaxation algorithm searches the stable situation of a structure among the infinitely many unstable cases. It is worth emphasizing, the DR process achieves this target by using a simple algorithm for minimizing the value of the system’s total energy. The mentioned property is very useful for analyzing the complicated and very nonlinear problems, such as buckling behavior, and analysis of the tension structures. For example, Ramesh and Krishnamoorthy utilized the DRM to study the post-buckling behavior of truss structures [27,28]. The other researchers performed the buckling analysis of the plates and shells by the DR tactic [29–32].

Another important point is that; the DRM does not require the tangent stiffness matrix. Consequently, it has been used as a simple method for finding the stable state of the cable or tensegrity structures [33–35]. The stable shape of a membrane also can be found using the DR technique [36–41]. It should be added; the real tension structures have many degrees of freedoms. In other words, analyses of these systems require an appreciable time and memory storages. Therefore, the parallel dynamic relaxation algorithms have been also developed [42–44]. Beyond the aforementioned topics, the DR procedure is used for other applications, which require finding the steady state of a system. Among this scatter of subjects, crack propagation [45,46], fluid–structure interaction [47], study granular materials [48] and refinement on the distortion of the membrane elements [49] can be named.

In this paper, a short overview of DR is presented. Afterwards, a general formulation is utilized to evaluate the damping factor via the lowest eigenvalue and the time-step ratio. Consequently, a new method of DR is found by making the critical damping zero. In other words, the parameters of the new algorithm are lumped masses and the time-step ratio. The proposed scheme is an alternative procedure for the common DRM, which uses the critical
damping and the constant time step. The suggested method can be applied to the dynamic problems. Accordingly, the bases of the dynamic analysis and also some numerical time integration schemes are utilized, which have been recently presented by Bathe [50], and Rezaiee-Pajand and Alamatian [12]. The Wilson-θ [51] and the Newmark-β [52] algorithms are also used. Finally, the capabilities of the new method for analyzing static and dynamic problems are shown using several numerical examples. The responses of the selected integration algorithms are compared with each other. According to the results, using the new formulation will improve the solutions and reduce the total number of the iterations.

2. A short overview of the DRM

A system of linear or nonlinear equations is present whenever a mathematical model is created for a structure. In the stiffness formulation, the displacements $X$ are the major unknown variables and the loads $P$ are usually known. The stiffness matrix $S$ relates these parameters as follows:

$$SX = P.$$  

(1)

In nonlinear systems, the stiffness matrix, and sometimes the forces vector, is related to the displacement vector. There are several iterative techniques used to solve Eq. (1) and one of them is the DRM. This tactic inserts the inertial and damping forces to Eq. (1) to set up the following equation:

$$MX + CX + SX = P.$$  

(2)

In order to solve this equation, two approximations are applied to the DR scheme. The first one approximates the derivatives of the displacements by the central finite difference method. For this purpose, two intervals of the time about $t_i$ should be used. The $k$th and $(k+1)$th time steps are denoted by $t^k$ and $t^{k+1}$, respectively. Therefore, the velocity $X$ and the acceleration $X$ are approximated as follows:

$$X^{k+1/2} = \frac{1}{2t_i} (X^{k+1} - X^k)$$
$$X^k = \frac{1}{2} (X^{k+1/2} + X^{k+1/2})$$
$$X^k = \frac{1}{2} (X^{k+1/2} - X^{k-1/2})$$  

where, $X^{k+1/2}$ is the velocity vector at the middle of the interval time. For simplification, the time step $t^k$ and the $t^{k+1}/t^k$ ratio are shown by $h$ and $\gamma$, respectively. By utilizing Eq. (3), Eq. (2) can be expressed in the below non-differential form:

$$\frac{M}{\gamma h^2} [X^{k+1} - X^k - \gamma (X^k - X^{k-1})] + \frac{C}{2\gamma h} [X^{k+1} - X^k + \gamma (X^k - X^{k-1})] + SX^k = P.$$  

(3)

One can derive $X^{k+1}$ from Eq. (4) to obtain the following iterative process:

$$X^{k+1} = X^k + \Delta X^{k+1},$$
$$\Delta X^{k+1} = \gamma (2h)[2M + hC][R^k] + [2M + hC][2M - hC][2X^k],$$
$$R^k = P - SX^k.$$  

(4)

Eq. (5) has convergence ability, if the unknown variables of $X^0$, $\gamma$, $h$, $C$, and $M$ are properly selected. Mass is a diagonal matrix and has $n$ parameters, where $n$ is the number of degrees of freedom. Researchers determine the mass parameters via some conditions over eigenvalues of $[M^{-1}S]$ matrix. They use the Gerschgorin theorem to find the upper bound of the eigenvalues [6,7]. The minimum values of the masses, which guarantee the convergence, are obtained. It should be noted that another scheme is to focus on the viscous dynamic relaxation [53], which eliminates the inertial term from Eq. (2). Other authors focus their efforts towards the selection of the initial displacements [54,55]. It is clear that choosing a good initial displacement vector reduces the total number of the iterations.

The time step and the step-time ratio are other unknowns. It can be shown that the value of the constant time step does not affect the convergence rate. In fact, the constant time step in Eq. (5) makes all the unit of parameter consistency. On the other hand, the damping matrix is usually a factor of the mass matrix in the DRM. The fastest rate of the convergence is obtained when the structure is critically damped. As a result, two unknown variables remain to be defined. They are the critical damping factor and either the optimal time-step ratio or the optimal time step.

Several strategies have been proposed to evaluate the critical damping factor. Most of them use the Rayleigh principle [7,9,56], which can be written in the following form:

$$c^2 = 2 \sqrt{X^T S X / X^T M X}$$  

(6)

where, $X$ is a generalized displacement vector. The structure response or difference of displacement between the two sequential steps may be used for $X$ [57]. The matrix $S$ is usually the stiffness matrix. However, some authors use the diagonal of $S$ or the tangential stiffness matrix [8,57]. It should be noted that the Rayleigh quotient usually gives an upper estimation of the critical damping factor [4] and the structure response is over damped. Thus, some researchers tried to estimate a better value for the critical damping factor via the convergence curve [54,58]. These methods have two major difficulties. They require performing several iterations to estimate the critical damping, and the convergence curves do not have simple shapes for the real structures [55].

The optimal time step decreases the total number of iterations. Mathematical relations show that the highest eigenvalue is required to calculate the optimal time step. Therefore, $h = 1$ is usually used. For example, Papadrakakis suggested calculating the optimal time step as follows [6]:

$$h_{opt}^3 = \frac{4}{\lambda_1 + \lambda_n}.$$  

(7)

In this relation, $\lambda_1$ and $\lambda_n$ are the lowest and the highest eigenvalues of $\{D^{-1}\}$, respectively. It is important to note that the matrix $D$ is a diagonal one and it includes the diagonal terms of the stiffness matrix. In contrast to utilize the highest eigenvalues, Kadkhodayan et al. proposed a process that does not require these values. They used the Rayleigh principle to calculate the damping factor, and also minimized the residual force, as given in the following relation [9]:

$$\text{RFF} = \sum_{i=1}^{n_{df}} (i_{j+1/2}^k - i_{j+1/2}^k)^2,$$  

(8)

where, $i_{j+1/2}^k$ is the internal force increment at the middle of the time interval for the $i$th degree-of-freedom and is defined as below:

$$i_{j+1/2}^k = \sum_{j=1}^{n_{df}} S_{ij} X_{j+1/2}^k.$$  

(9)

Moreover, Alamatian suggested minimizing the residual energy in addition to the residual force [59]. This technique is effective using just a few initial iterations. The function of the residual energy is defined by following equation:

$$\Pi_i = \sum_{i=1}^{n_{df}} (\Delta X_{ij+1/2}^k)^2 = (\gamma^{k+1}) \sum_{i=1}^{n_{df}} \left[ X_{ij+1/2}^k (\gamma - \gamma_{k+1})^{j+1/2} \right]^2.$$  

(10)
It should be mentioned that using the optimal time step leads to a very large or a very small $h$, after iteration. These values may cause numerical instability. Therefore, experimental limits are required to guarantee process stability. It is worth emphasizing that utilizing the optimal time-step ratio has no such problem. Among the various DR procedures, there is no strategy that eliminates the damping term of Eq. (2). One aim of this effort is to present a DR algorithm that does not require the damping matrix and velocity terms.

### 3. A general formulation for the DRM

Eq. (2) has several unknown variables and governs a general dynamic system. The finite difference approximation converts Eq. (2) to a simple iterative formula. In general, the iterative scheme requires certain conditions to provide the fastest convergence rate. By transferring from the displacement space to the error space, and assuming linear changes for the errors, Frankel derived the convergence conditions [1]. He defined the error function as and assuming linear changes for the errors, Frankel derived the three assumptions in the DR method, which reduce the large matrix of convergence conditions [1]. He defined the error function as and assuming linear changes for the errors, Frankel derived the convergence conditions [1]. He defined the error function as and assuming linear changes for the errors, Frankel derived the convergence conditions [1]. He defined the error function as and assuming linear changes for the errors, Frankel derived the convergence conditions [1]. He defined the error function as and assuming linear changes for the errors, Frankel derived the convergence conditions [1].

One of the aims of this effort is to present a DR algorithm. The optimal time-step ratio has no such problem. Among the various DR procedures, there is no strategy that eliminates the damping term of Eq. (2). One aim of this effort is to present a DR algorithm that does not require the damping matrix and velocity terms.

Moving from the displacement space to the error space converts the DR system into a free oscillation system. It is clear that the non-zero responses for Eq. (16) will be on hand, when the determinant of the coefficients matrices is zero. The result is the below relation:

$$\frac{\rho_i^2 - (1 + \gamma)\rho_i + \gamma}{\gamma\rho_i} + c(\rho_i^2 - (1 - \gamma)\rho_i - \gamma) = -\lambda_i, \quad (17)$$

where, $\rho_i$ and $\lambda_i$ are the eigenvalues of the matrices $p$ and $\lambda$, respectively. It should be added that the error ratio is either a complex or a real number. When all $\rho_i$ are complex numbers, the error $e$ and the displacement $X$ are complex. This means that the response of the structure oscillates, and it is under damped. Conversely, the structure will be over damped if all components of the error ratio are real. Based on this discussion, $\rho$ is written in the following complex form:

$$\rho = \rho_r + id, \quad \rho_r, \ d \in R, \quad i = \sqrt{-1}. \quad (18)$$

Substituting the definition (18) into Eq. (17) yields the below relation:

$$\left(\rho_r + id\right)^2 - (1 + \gamma)(\rho_r + id) + \gamma + c\left((\rho_r + id)^2 - (1 - \gamma)(\rho_r + id) - \gamma\right) = -\lambda_i. \quad (19)$$

The separation of the real and the imaginary parts of Eq. (19) gives two relations. In the critical case, and in the over damping one, the separation of the real and the imaginary parts of Eq. (19) gives two relations. In the critical case, and in the over damping one, the error ratios are real numbers. Therefore, to achieve critical damping, one can cancel off the imaginary part of $\rho$. In other words, $d$ is zero, and the following equations can be obtained:

$$\rho_r^2(2 + c_i) - \rho_r(2\gamma - \lambda_i) + (2 + c_i)(1 - \gamma) + \gamma(2 - c_i) = 0,$n

$$\rho_r^2(2 + c_i) - \gamma(2 - c_i) = 0. \quad (20)$$

However, the maximum value of $||\rho||$ defines the convergence rate. This objective function is added to Eq. (20) to achieve an optimization problem given as below:

$$\min_{\rho_i} \max_{i} \rho_i^2. \quad (21)$$

As a result, $\gamma, \ c_i, \ \rho_r$, and the mode number, which defines the maximum value of the error, are the unknown variables. In other words, Eq. (20) shows $n$ damping cases for a specific value of $\gamma$. These $n$ points in the $c - \rho$ space are obtained by the following relations:

$$\rho_i = \frac{\alpha_i}{2} \left(\xi_i \pm \sqrt{\Delta}\right), \quad \xi_i = 2 - \lambda_i, \quad \Delta = \lambda_i^2 - 4\beta_i/\gamma, \quad \gamma = \frac{\lambda_i}{\alpha_i} \lambda_i, \quad \alpha = 2 + \gamma, \quad \beta = 2 - \gamma, \quad (22)$$

New parameters are defined as below:

$$\alpha_i = \frac{1}{\gamma + 1} \left\{4\gamma \sqrt{\Delta_i} [2\gamma (2 - \lambda_i)] - 2(\gamma - 1)(\gamma i - \gamma - 1)\right\}. \quad (23)$$

One of the $n$ damping cases causes the highest error value. Comparing the values of $||\rho||$ for the first and the last modes usually give the maximum $\rho_i^2$. In other words, $i$ is usually either 1 or $n$. If $\gamma$ changes, the value of $\max \rho_i^2$ will change, as well. The optimal time-step ratio will be obtained when $\max \rho_i^2$ reduces to a minimum. It can be shown that when $\gamma$ is less than 1, the maximum value of the error is relevant to $\lambda_i$, and $\min ||\rho_i||$ is less than $\min ||\rho||$. Increasing $\gamma$ from 1 increases the minimum value of $||\rho||$, and decreases
min \|\rho_1\|. Consequently, the number of the required iterations decreases until the minimum values of \|\rho_1\| and \|\rho_2\| became the same. After that, \(\lambda_1\) defines the maximum value of the error and the rate of convergence decreases. The value of \(\gamma\) can increase until the maximum value of the error does not become equal or greater than 1. Otherwise, the DR process will diverge. When the damping factors related to \(\lambda_1\) and \(\lambda_2\) are identical, the error value is reduced to a minimum value. Consequently, using \(c^{\max}_{\text{approx}} = c^{\max}_{\text{opt}}\) gives the optimal time-step ratio. The result is given by the following equation:

\[
\frac{\lambda_1}{\lambda_2} \sqrt{\frac{2(\gamma + 1)}{\lambda_1} - \gamma} = \sqrt{\frac{2(\gamma + 1)}{\lambda_2} - \gamma} = \frac{1}{2} \left( 1 - \frac{\lambda_1}{\lambda_2} \right) (1 - \gamma). \tag{25}
\]

Solving Eq. (25) gives the value of the optimal time-step ratio. One can substitute \(\lambda_{\text{opt}}\) and \(\lambda_1\) into Eq. (23) to obtain \(c_{\text{opt}}\). As a result, all of unknown parameters are found. It should be noted that in a few rare cases, the first and the last modes might not be significant and utilizing Eqs. (23) and (25) may reduce the convergence rate.

Finding the optimal time-step ratio requires the highest eigenvalue. Therefore, analysts prefer to use a time-step ratio less than the optimal one. The common choice is the constant time step. When the time-step ratio is 1, Eq. (23) will be converted to the following form:

\[
\begin{align*}
\max \rho_n^2 & = 2(2c + c) - 2\rho_n(2 - \lambda_1) + (2 - c_n) = 0, \\
\rho_n^2 & = (2 + c_n) - (2 - \lambda_1) = 0.
\end{align*} \tag{26}
\]

If Eq. (26) are solved simultaneously, the following relations will result:

\[
\begin{align*}
c_{\text{opt}} & = \sqrt{\lambda_1(4 - \lambda_1)}, \\
p_{\text{opt}} & = \frac{1}{\sqrt{2\lambda_1}} = \frac{1}{\sqrt{2\lambda_1}}.
\end{align*} \tag{27}
\]

For large structures, \(\lambda_1\) takes a very small value. Therefore, the value of \(\lambda_1^2\) compared to 4\(\lambda_1\) can be ignored and the following approximated relation can be used:

\[
c_{\text{opt}} \approx 2\sqrt{\lambda_1}. \tag{28}
\]

Relation (28) has been utilized by several authors. In fact, the general DR formulation suggested in this investigation covers the common dynamic relaxation method. In the next section, the other special case of Eq. (23) is used. This new procedure does not require damping terms.

4. Proposed method

Finding the optimal time-step ratio from Eq. (25) is too difficult. Utilizing the constant time step is a method to simplify the problem, which is used in the common DRM. The corresponding critical damping for \(\gamma = 1\) is presented in Eq. (27). Another approach is to select a damping factor and determine its corresponding time-step ratio. This technique has not been utilized by any researchers so far. A simple value for the critical damping is zero. Therefore, the time-step ratio must be less than one and the maximum error value is related to \(\lambda_1\). Based on Eq. (23), the critical damping factor is calculated from the following relation:

\[
c_{\text{opt}} = \frac{1}{(\gamma + 1)^2} \left\{ 4\gamma \sqrt{\lambda_1[2 + (2 - \lambda_1)]} - 2(\gamma - 1)(\gamma \lambda_1 - \gamma - 1) \right\}. \tag{29}
\]

This equation shows that the critical damping is reduced when the value of \(\gamma\) decreases from 1. Therefore, one can find a time-step ratio that corresponds to zero \(c_{\text{opt}}\). This value is expressed as below:

\[
\gamma = \frac{1}{1 + \sqrt{\lambda_1}}. \tag{30}
\]

Utilizing the last equation along with the zero damping, instead of the critical damping factor, as well as the constant time step, slightly increases the total number of the iterations. The following discussion shows that this increment is negligible for real structures. Numerical experiences show that the number of the iterations is approximately equal to \(A/\ln(\|\rho\|)\). Parameter \(A\) is related to the allowable error and initial error in displacement, and can be evaluated from below equation:

\[
\epsilon^k = \frac{\|\epsilon\|}{\|\epsilon^0\|} = \sqrt{\frac{(X^k - X)^T(X^k - X)}{(X^0 - X)^T(X^0 - X)}}. \tag{31}
\]

When the damping factor is zero, the error ratio becomes \(\rho = 1/(1 + \sqrt{\lambda_1})\). Conversely, the error ratio is given by Eq. (27), when the time step is constant. Fig. 1 shows the differences in the number of the iterations between these two cases for \(A = 20\).

As shown in Fig. 1, there is a little difference in the total number of the iterations between the proposed method and the common DR process. In large structures, \(\lambda_1\) is very small, and increases in the number of the iterations can be ignored. It should be noted that the zero damping method does not eliminate the requirement for the calculation of the lowest eigenvalue. It is just an alternative scheme for the DRM with a constant time step. The lowest eigenvalue of \(G = [D^{-1}S]\) is usually calculated using the Rayleigh principle as follows:

\[
\lambda_1 = \frac{X^T S X}{X^T M X}. \tag{32}
\]

The Rayleigh quotient usually gives an upper bound of \(\lambda_1\). In this case, the first frequency mode is in under the damped condition. Therefore, the response of the structure converges slowly. The simplest scheme for computing a better value of \(\lambda_1\) is the power iteration technique. The power iteration algorithm can be written as below [60]:

\[
\begin{align*}
u^1 &= \{1, 1, 1, \ldots\}^T, \\
v^k &= Gu^k, \\
\lambda^k &= \max(v^k), \\
u^{k+1} &= v^k/\lambda^k, \\
k &= 1, 2, 3, \ldots
\end{align*} \tag{33}
\]
The result converges to the dominant eigenvalue, \( \lambda_1 \). It may also be possible to choose the shift \( G = a \) such that \( a \geq \lambda_0 \) [60]. Consequently, the iterative process (33) converges to \( \lambda_1 - a \). As it is shown in Appendix A, all eigenvalues of the proposed DR system are less than or equal to four. In other words, it is not necessary to calculate the parameter \( a \), and the value \( a = 4 \) can be used. The convergence rate of this procedure depends on the \( \lambda_1 / \lambda_2 \) ratio. If the first and the second natural frequencies are close to being equal, the procedures will converge slowly. Nevertheless, from a practical point of view, the power iteration strategy converges faster than the DR technique, and they can be combined together. The proposed scheme uses only one step of the power method in each DR step to update the lowest eigenvalue. It should be noted, utilizing several steps of the power technique in each DR step improves the value of \( \lambda_1 \). However, this process increases the number of computations sharply and decreases the total number of the DR iterations slightly. As a result, the following algorithm is suggested:

1. \( k = 0 \), \( a = 4 \), \( X^0 = \Delta X^k = 0 \), \( R^0 = P - SX^k \), \( \gamma^0 = 1 \),
2. \( \Delta X^{k+1} = \gamma^0 (D R^k + \Delta X^k) \),
3. \( X^{k+1} = X^k + \Delta X^{k+1} \), \( (R^{k+1} = P - SX^{k+1}) \) or \( R^{k+1} = R^k - SAX^{k+1} \),
4. if \( ||R^{k+1}|| \leq \varepsilon_0 \) and \( ||AX^{k+1}|| \leq \varepsilon_0 \), then STOP,
5. \( k = k + 1 \), \( \nu^k = |G - a|/\nu^k \), \( \lambda^k = \max(\nu^k) \), \( u^{k+1} = \nu^k / \lambda^k \), \( \lambda_1 = \lambda^k + a \),
6. \( \gamma^k = 1 / (1 + \sqrt{\lambda_1})^2 \),
7. GOTO2.

(34)

5. Dynamic analysis

The modal analysis or numerical time integration schemes are common tactics used in the structural dynamic analysis. The modal technique is limited to analyzing linear systems, which include classical damping [61]. On the other hand, numerical integration algorithms are widely applied to both linear and nonlinear analyses. Starting from initial conditions, the unknown variables are calculated step by step in these schemes. Utilizing a proper time step guarantees the stability for finding the true solutions. The dynamic equilibrium equations at time \( t_n + \Delta t \) are written below in matrix form:

\[
\begin{align*}
MX^{n+1} + C^{n-1}X^{n-1} + S^{n-1}X^{n-1} = P^{n+1},
\end{align*}
\]

(35)

The velocities and the accelerations at time \( t_{n+1} \) are written in terms of the displacements at this time and the known variables of time \( t_n \). Consequently, an equivalent system of equations is obtained. The unknown variables of this linear or nonlinear system are \( X^{n+1} \). The DR algorithm is appropriate to solve the equivalent system.

Four numerical integration techniques are utilized in this work. These are the second-order method of Bathe [50], the Wilson-\( \theta \) scheme [51], the 7th-order procedure of Rezaiee-Pajand and Alamatsian [12], and the Newmark-\( \beta \) [52] algorithm. The aforementioned methods are denoted by BM2, WTM, IHOA-7, and NLA, respectively. The abilities of these strategies are numerically compared and the merits of the DRM for solving equivalent equations are investigated.

The linear acceleration method of Newmark is a well-known algorithm. The time step should be bounded in this scheme. Wilson applied an additional parameter \( \theta \) to obtain an unconditional method. It is important to remember that when the value of this parameter is 1, the WTM coincides with the NLA, and the stability of the WTM depends on the time step. However, it is unconditionally stable when the value of \( \theta \) is greater than 1.37. The optimal value of \( \theta \) is approximately 1.42. The WTM uses the below relations for the velocities and the accelerations at time \( t_n + \theta \Delta t \):

\[
\begin{align*}
X^{n+1} &= \frac{1}{\theta} (X^{n+1} - X^n) - 2X^n - 1/2X^{n-1} \theta \Delta t, \\
X^{n+1} &= \frac{\theta}{2} (X^{n+1} - X^n) - X^n.
\end{align*}
\]

(36)

Recently, Bathe presented a second-order unconditional tactic that has two sub-steps [50]. Using the trapezoidal rule in the first stage, the unknown’s variables are evaluated at time \( t + \Delta t/2 \). Afterwards, the three-point Euler backward scheme is utilized to calculate the nodal variables at time \( t + \Delta t \). The BM2 uses the following relations to evaluate the velocities and the accelerations:

Stage 1:

\[
\begin{align*}
X^{n+1/2} &= \frac{1}{2} (X^{n+1} - X^n) - X^n, \\
X^{n+1/2} &= \frac{3}{4} (X^{n+1} - X^n) - X^n.
\end{align*}
\]

(37)

Stage 2:

\[
\begin{align*}
X^{n+1} &= \frac{3}{8} X^{n+1} + \frac{4}{8} X^{n+1/2} + \frac{1}{8} X^n, \\
X^{n+1} &= \frac{1}{8} X^{n+1} + \frac{3}{8} X^{n+1/2} + \frac{1}{8} X^n.
\end{align*}
\]

A few higher-order strategies have been presented for numerical integration. Recently, Rezaiee-Pajand and Alamatsian suggested a new family, which were related to the formulation previously developed by Zhai [62]. This new family of the algorithms uses the following relation to calculate the increment of acceleration vector [12]:

\[
\Delta X^{n+1} = \eta_0 (X^{n+1} - X^n) + \sum_{i=1}^{n} \eta_i (X^{n-i} - X^n),
\]

(38)

where, \( \eta \) is the order of the proposed integration scheme and \( \eta_\theta \) are the weighted factors. Eq. (38) is an implicit relation. However, it can be converted to the explicit one by applying \( \eta_0 = 0 \). The implicit higher-order methods use the below equations for the velocity and the accelerations at time \( t_n + \Delta t \):

\[
\begin{align*}
X^{n+1} &= \frac{\eta_0}{\eta} (X^{n+1} - X^n) - \left( 1 - \frac{\eta_0}{\eta} \right) X^n + \left\{ \left( 1 - \frac{\eta_0}{\eta} \right) \right\} \Delta t \left( \frac{\eta_0}{\eta} \right) + \Delta t \left( 1 - \frac{\eta_0}{\eta} \right) X^{n-1} \\
X^{n+1} &= \frac{\eta_0}{\eta} (X^{n+1} - X^n) - \left( 1 - \frac{\eta_0}{\eta} \right) X^n + \left\{ \left( 1 - \frac{\eta_0}{\eta} \right) \right\} \Delta t \left( \frac{\eta_0}{\eta} \right) + \Delta t \left( 1 - \frac{\eta_0}{\eta} \right) X^{n-1} \\
X^{n+1} &= \frac{1}{\eta_\theta} (X^{n+1} - X^n) - \left( 1 - \frac{\eta_0}{\eta} \right) X^n + \left\{ \left( 1 - \frac{\eta_0}{\eta} \right) \right\} \Delta t \left( \frac{\eta_0}{\eta} \right) + \Delta t \left( 1 - \frac{\eta_0}{\eta} \right) X^{n-1}.
\end{align*}
\]

(39)

To find the optimal values of \( \eta_\theta \) and \( \eta_0 \), the accelerations of the previous steps are written in terms of the higher-order derivatives at time \( t_n \). Consequently, the displacements and the velocities at time \( t_n + \Delta t \) are obtained in the following form:

\[
\begin{align*}
X^{n+1} &= X^n + \Delta t X^n + \sum_{i=0}^{n-1} a_i \Delta t^i (X^{n-i})^i, \\
X^{n+1} &= X^n + \Delta t X^n + \sum_{i=0}^{n-1} b_i \Delta t^i (X^{n-i})^i.
\end{align*}
\]

(40)

where, \( X^{n+2} \) shows the \((i + 2)\)th derivatives of the displacement. Furthermore, \( a_i \) and \( b_i \) are functions of \( \zeta_i \) and \( \eta_i \), respectively. Comparing Eq. (40) and the Taylor expansions of the displacement and the velocity, one can find \( a_i \) and \( b_i \). The values of \( \zeta_i \) and \( \eta_i \) are now known. These factors are independent of the system specifications and can be stored in the memory of the computer. For example, for the case of \( \zeta = 1 \), there are two parameters, \( \zeta_0 = 1/6 \) and \( \eta_0 = 1/2 \). In this special case, the Rezaiee-Pajand and Alamatsian algorithm coincides with NLA. The weighted factors for the accuracy order are reported to be between 1 and 10 [12]. In this work, the seventh-order method from this family is selected for comparison.
with the other schemes. This member of the family is not stable for all values of the time steps. A time step of approximately less than 0.25T is necessary, where T is the first period of the structure. Eqs. (36), (37), and (39) show the velocity and the acceleration vectors at time \( t_n + \Delta t \) in terms of the displacements at that time, and the known variables of the previous steps. The velocity and acceleration vectors can be substituted into dynamic equilibrium Eq. (35) to find \( X^{n+1} \) by solving the following relation:

\[
\left( \frac{\xi}{\Delta t^2} \mathbf{M} + \frac{\eta}{\Delta t} \mathbf{C} \right) X^{n+1} = \mathbf{P}^{n+1} - \mathbf{Mf}_1 - \mathbf{Cf}_2 \\
\sim \mathbf{S}_n X^{n+1} = \mathbf{P}_n,
\]

where, \( \xi \) and \( \eta \) are the constant factors and \( \mathbf{f}_1 \) and \( \mathbf{f}_2 \) are functions of the displacement, velocity and the acceleration vectors of step \( n \) and the previous ones. The values of these parameters depend on the extrapolations’ terms of the velocities and the accelerations. In general, Eq. (41) is a nonlinear relation and should be solved using an iterative method. The DRM is a simple and a powerful procedure to solve the linear and nonlinear equations. Because of this merit, the algorithm (34) and the numerical time integration are combined to solve dynamic problems.

Two kinds of the errors may be observed in the dynamic analysis. They are the inaccuracy in the amplitude of the displacements and the period elongation. The values of these errors depend on the time step magnitude, the order of the integration technique, and also the numerical errors that occur when the equivalent equations are solved. It is clear that using the large \( \Delta t \) reduces the number of the integration steps. However, the external forces and earthquake accelerations can change very rapidly with time, and the time step should be chosen small enough to cover the significant points of the force function. In addition, when the time step is large and the structure behavior is nonlinear, solving the equivalent system of the equations causes more numerical errors. The final inaccuracy of the solution is controlled in the DRM. Therefore, when the value of the time step increases, the required number of the iterations also increases. In other words, increasing the value of \( \Delta t \) does not always decrease the overall required calculations.

6. Numerical examples

Five static structures are chosen to verify the proposed algorithm. Specific aspects of the suggested DRM process are studied by solving the first four problems. A large dome truss is then analyzed. According to the prevalent way, the common DRM is compared with the new scheme for all aforementioned structures. It should be noted, the displacements are the major variables in the stiffness method, and the stresses are located in the secondary importance level. Therefore, the displacements’ values are considered in these examples. In addition, three other dynamic nonlinear structures will be analyzed after the static problems. The suggested algorithm will be used to analyze the dynamic systems. This study includes all four mentioned numerical time integration strategies. In order to verify the new formulation, the dynamic solutions are checked with the ones obtained by the Rezaiee-Pajand and Alama-tian algorithm [11]. This investigation shows the responses errors belong only to the numerical time integration techniques, and the suggested DR procedure has no effect on the solution’s accuracy. In other words, utilizing the presented dynamic relaxation tactic with zero damping just affects the total number of the iterations to achieve the nonlinear answers.

6.1. The rod structure

A system having a single degree of freedom is first analyzed. This example consists of a truss shown in Fig. 2. For TR1, the value of \( 4 \times 10^7 \text{ lb} \) and \( P \) equals to 1 lb [57]. The maximum value of the load factor is 1.5. Furthermore, the geometrical properties of this structure are \( H = 1 \) and \( L_0 \cos \phi = 100 \text{ in} \). The value of \( C \) is 4 for this truss. The minimum eigenvalue and the value of \( \gamma \) are 4 and 1/9, respectively. Consequently, the value of \( \|p\|/\|s\| \times (1+\sqrt{7}) < 1 \), and the DR process converges. The number of the iterations shown in Table 1 indicates good results for the rod structure. A comparison of the proposed process and the common DR algorithm in the analysis of the rod structure is also presented in Section 6.5.

6.2. Truss TR2

Truss TR2 is shown in Fig. 3. This structure is a 28-DOF truss that was solved by Chan and Lau [63,64]. The values of \( EA \), \( \lambda \), and \( P \) are 9000, 5 and 1, respectively. The geometric nonlinear analysis of this structure is performed by utilizing the procedure (34). The maximum value of \( \lambda \) is 5 and the incremental load factor is 0.5. As it can be seen in Fig. 4, the load–displacement curve for TR2, which was obtained by Chan and Lau, and the one found by using the new method are equivalent. It is obvious that the proposed algorithm is a very appropriate technique for the nonlinear analysis.

6.3. Truss TR3

In order to study the effects of the time-step ratio on the number of the iterations, a 36-DOF truss is solved. Fig. 5 presents the geometry and loading of TR3. The structural properties are \( A = 300 \text{ mm}^2 \), \( E = 210,000 \text{ N/mm}^2 \), \( H = 4 \text{ m} \) and \( P = 100 \text{ KN} \).

TR3 is analyzed for different values of \( \gamma \). In Fig. 6, the number of the iterations (k) is plotted versus the time-step ratio (\( \gamma \)). The lowest eigenvalue for TR3 is 0.0162. Therefore, Eq. (30) gives 0.787 for \( \gamma \). According to the Fig. 6, the optimal time-step ratio will be known if Eq. (30) is used. In this formulation, the DR process will diverge, when the value of \( \gamma \) is 1. This is because the damping factor is zero, and the structure will behave as an undamped free vibration system. In fact, the common DRM with zero damping cannot analyze the structure.

---

**Table 1**

<table>
<thead>
<tr>
<th>Structure</th>
<th>DOFs</th>
<th>Behavior</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>M1</td>
</tr>
<tr>
<td>TR1</td>
<td>1</td>
<td>Linear</td>
<td>12</td>
</tr>
<tr>
<td>TR2</td>
<td>42</td>
<td>Linear</td>
<td>736</td>
</tr>
<tr>
<td>TR3</td>
<td>36</td>
<td>Linear</td>
<td>195</td>
</tr>
<tr>
<td>The steel Frame</td>
<td>51</td>
<td>Linear</td>
<td>686</td>
</tr>
<tr>
<td>The dome truss</td>
<td>147</td>
<td>Linear</td>
<td>274</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonlinear</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonlinear</td>
<td>16,576</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonlinear</td>
<td>1770</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonlinear</td>
<td>5094</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonlinear</td>
<td>2048</td>
</tr>
</tbody>
</table>

---

**Fig. 2.** Truss TR1.
6.4. The steel frame

A steel moment resistant frame is adopted from Barbato’s Paper [65] to study the effect of the time-step ratio on the numerical convergence. Fig. 7 shows this structure. Columns and beams are W2150 and W1835, respectively. The modulus of elasticity is $2 \times 10^7$ t/m$^2$.

Three time-step ratios are initially utilized to run the DR process. In the first, $\gamma$ is calculated based on Eq. (30). It is noted that the lowest eigenvalue for this frame is 0.00185. Consequently, the time-step ratio becomes 0.919. Two other approaches use 0.85 and 0.98 for $\gamma$. The norm of the displacement vector $||X||$ is plotted versus the iteration number, $k$, in Fig. 8. It can be seen, when the time-step ratio is less than the optimal case, the structure response will behave as an over damped system. However, values of $\gamma > 0.919$ cause an under damped vibration.

6.5. Comparison study

In this section, some comparisons of the proposed method with the common DR process in solving static problems are presented. For this purpose, all structures that were introduced in the previous sections are analyzed. In addition, the dome truss of Fig. 9 is solved as well. This 3D truss has 147 DOFs [66]. The structural properties are $AE = 10^6$ N and $P = 1000$ N. The maximum value of the load factor for this structure is 1.

Both linear and geometric nonlinear analyses are performed for each structure. The incremental load factor for the nonlinear analysis is 0.1 of the final loads. In addition, the allowable error for the residual force is $\epsilon_r = 10^{-4}$. In other words, the solutions of different strategies for each structure are the same and the total numbers of the required iterations will show the proficiency of the algorithms. The numbers of the iterations to achieve the necessary precision are reported in Table 1. In this Table, M1 and M2 are the DR methods with zero damping. The power iteration scheme is...
utilized to calculate the lowest eigenvalue in M1. On the other hand, M2 uses the Rayleigh quotient to find $\lambda_1$. The common DRM, which was introduced by Underwood [7], is called M3. This tactic assumes $m_{ii} = (1.1/4)\sum |s_i|$ and $c = 2\sqrt{\omega_1} = 2\omega_1$, where $\omega_1$ is the natural frequency of the structure and is evaluated using the Rayleigh principle. In addition, the time-step ratio is 1 for the M3 method. It should be noted, the new schemes presented by the researchers are usually compared with the common DR process.

As it is shown in Table 1, utilizing the same allowable error, the performance of M1 is better than M2 and M2 is almost the same as M3. Therefore, each of the new proposed algorithms has a good ability and can be introduced as an alternative method for the common DRM. According to the results presented in Table 1, the suggested formulation requires a lesser number of the iteration. By paying just a little cost and using the power iteration procedure to calculate $\lambda_1$ causes an appreciable improvement in the convergence rate. It is important to note that too many iterations in the analysis of the TR2 roots on the vicious nonlinear behavior of the structure. In fact, more than 50% of the iterations belong to the last three load increments. In addition, there is a significant difference between the iteration number of M3 and other procedures for the SDOF truss. This is because the value of the mass in the Underwood method is far from exact. The proper mass of SDOF system is $25/4$ in the common DRM. However, Underwood assumed $m = 1.15/4$.

6.6. The geodesy dome

TR5 is a 3D truss that has 156 elements and 111 DOFs. This structure is shown in Fig. 10. The sections' areas of all members are 2 in$^2$ (1290.32 mm$^2$). The modulus of elasticity and density are $3 \times 10^4$ Ksi (2.068 $\times 10^6$ MPa) and $7.77 \times 10^{-4}$ lb/in$^3$ (8303 Kg/m$^3$), respectively. The weights of the elements are ignored and a concentrated load is applied on the top of the dome for 0.5 s. All base joints of the dome are fixed. A nonlinear dynamic analysis of this structure is performed by the suggested technique.

Four numerical integration strategies are applied to analyze TR5. They are: BM2, WTM with $\theta = 1.42$, NLA and IHOA-7. The nonlinear analyses are done for the three time steps 0.01, 0.001 and 0.0001 s. The vertical displacement of the top truss joint is plotted versus the time in Figs. 11 and 12.

As shown in Fig. 11, the behavior of the IHOA-7 and the NLA techniques are the same in this example. They are unstable for $\Delta t = 0.001$ s, and the time-displacement curves for these schemes coincides at $\Delta t = 0.0001$ s. In other words, the higher-order terms in the IHOA-7 algorithm had no more effect on the analysis of TR5, since the required time step is too small. The first period of
this structure is $T = 0.016 \text{ s}$. Therefore, the NLA and the IHOA-7 are unstable even for $\Delta t = 0.06255T$.

Fig. 12 shows that the BM2 and the WTM methods give approximately identical results. Furthermore, they are stable even for $\Delta t = 0.6255T$. This example also shows the merit of the proposed DR algorithm, when the loads are variable and the behavior of the system is extremely nonlinear.

### 6.7. Van-Der-Pol equation

Numerical time integration causes two kinds of errors. One is the error in the displacement magnitude. If the value of the error increases too much, the response of a structure will be unstable. Incorrect estimation of the structural period is the other error. This causes a difference in phase amplitude between the numerical and the exact solutions of the system. In this example, the phase difference error is studied by solving the Van-Der-Pol equation. The differential equation of this problem and its approximate analytical solution are written below:

$$\ddot{x} - \mu (1 - x^2) x + x = 0, \quad x^0 = 2, \quad \dot{x}^0 = 0, \quad \mu = 0.1,$$
Using $\Delta t = 0.1$ s, the Van-Der-Pol equation is solved by all mentioned methods, which were utilized in solving the geodesy dome. The difference between the near exact solution and the numerical integration schemes versus the time is plotted in Fig. 13.

Fig. 13 shows that the maximum values of the error belong to the WTM. The NLA and the BM2 cause similar errors. Therefore, the curve of NLA is not plotted. However, the error of the higher-order scheme is insignificant. The errors in this example arise from phase differences. To show this type of the error, the time–displacement curves from 590 to 600 s are plotted in Fig. 14. This figure indicates that all tactics give good results for the displacement magnitude. However, the numerical schemes estimate the period of the system with some errors. Among all the time integration techniques tested, the higher-order terms of the integration reduce this type of the error.

6.8. The pylon structure

TR6 is a 2D model of an electricity pylon and has 40 DOFs. The material properties of this structure are: $\rho = 7850$ Kg/m$^3$ and $E = 2 \times 10^5$ MPa. The truss members are constructed from two kinds of the sections. As shown in Fig. 15, the section areas, which are denoted by $s$, are 600 mm$^2$, and the rest is equal to 3000 mm$^2$. Two lumped masses, $m = 150$ Kg, and two concentrated forces are applied at the top-left and the top-right joints of the structure. The concentrated loads change with time according to the below equations:

\[
P_1 = 120 \sin(\pi t/2) \text{ KN},
\]

\[
P_2 = 120 \cos(\pi t/2) \text{ KN}.
\]

It should be noted that the weights of the members are ignored. Moreover, the consistent mass matrix for each member is utilized to assemble the structural mass matrix.

Linear dynamic analyses are performed for the pylon structure by using the BM2, WTM, NLA and the IHOA-7 methods. The main period of this truss is 0.145 s. However, the external forces cause much more rapid oscillation. There is not an exact solution available for this problem. Therefore, the solutions are compared with the answers of the BM2, when a fine time step, such as $\Delta t = 0.0001$ s, is utilized. As shown in Figs. 16 and 17, the BM2 and the WTM give good results even for the time step of 0.01 s. However, the NLA and IHOA-7 are unstable even for $\Delta t = 0.001$ s.

The analysis of this structure shows that the stability of the numerical time integration method is more important than the order of the integration algorithm. However, analyzing TR6 with the
BM2 and the WTM requires a fine time step, like $\Delta t = 0.007T$. On the other hand, the IHOA-7 needs a smaller $\Delta t$. Previous results from the geodesy dome showed that the IHOA-7 was stable with $\Delta t = 0.006, T$.

7. Conclusions

A new DR method is presented that has no damping terms. This study shows that the proper time-step ratio guarantees the convergence of the proposed formulation. Furthermore, utilizing the time-step ratio in the analysis means that a very small time step is no longer necessary. The suggested algorithm is an alternative process for the common dynamic relaxation tactic, which uses critical damping, and a constant time step. Using one step of the power iterative strategy to update the value of the lowest eigenvalue will improve the new process and reduce the total number of the iterations. Furthermore, the suggested approach is shown to be applicable to nonlinear dynamic problems. Besides the study on the ability of the DRM, the merits of two new numerical time integration schemes, and two other older ones, are compared. The results show that the stability of the time integration technique in the proposed nonlinear structural analysis algorithm is more important than its order.

Appendix A. The proof of the stability for the proposed method

The upper bound of the highest eigenvalue of $G = [D \cdot I \cdot S]$ matrix can be calculated by Gerschgorin theorem, as follows:

$$|\lambda_i - g_{ii}| \leq \sum_{j=1}^{n} |g_{ij}| \quad \Rightarrow \quad 0 < \lambda_i \leq \sum_{j} |g_{ij}| = \frac{1}{dt} \sum_{j} |S_{ij}|. \quad (42)$$

Substituting Eq. (15) into Eq. (42), leads to $0 < \lambda_i \leq 4$. On the other hand, the error ratio of the suggested process is obtained by using Eqs. (22) and (30) and zero damping factor

$$\rho = 1/(1 + \sqrt{\lambda_i}). \quad (43)$$

Consequently, when the eigenvalues are bounded between zero and four, the relation $1/3 \leq \rho < 1$ is satisfied. In other words, the value of the error ratio is less than one. As a result, the proposed algorithm always converges.
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