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Decision-making problems in the area of financial status evaluation are considered very important. Making incorrect decisions in firms is very likely to cause financial crises and distress. Predicting financial distress of factories and manufacturing companies is the desire of managers and investors, auditors, financial analysts, governmental officials, employees. Therefore, the current study aims to predict financial distress of Iranian Companies. The current study applies support vector data description (SVDD) to the financial distress prediction problem in an attempt to suggest a new model with better explanatory power and stability. To serve this purpose, we use a grid-search technique using 3-fold cross-validation to find out the optimal parameter values of kernel function of SVDD. To evaluate the prediction accuracy of SVDD, we compare its performance with fuzzy c-means (FCM). The experiment results show that SVDD outperforms the other method in years before financial distress occurrence. The data used in this research were obtained from Iran Stock Market and Accounting Research Database. According to the data between 2000 and 2009, 70 pairs of companies listed in Tehran Stock Exchange are selected as initial data set.
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1 Introduction

The empirical literature of financial distress prediction has gained considerable attention in the post 2007-2009 global financial crises. Policymakers (Dodd-Frank Act of 2010) and regulators (SEC, Basel III) emphasize about failure of many banks in the aftermath of the global financial crisis and are seeking the best way to predict business failures. Prior studies have addressed two major research trends in financial distress prediction. One is investigating the situation of failure to find the symptoms (Dambolena & Khoury, 1980; Gombola & Ketze, 1983; Jo & Han, 1997; Scott, 1981). The other is comparing the prediction accuracy of the diverse classification methods (Tam & Kiang, 1992; Jo & Han, 1997). This study belongs to the second group of research. The primary purpose of this study is to apply support vector data description (SVDD) to the financial distress prediction problem in an attempt to suggest a new model with better explanatory power and stability. We use a grid-search technique using 3-fold cross-validation to examine the optimal parameter values of kernel function of SVDD. In addition, to evaluate the prediction accuracy of SVDD, we compare its performance with fuzzy c-means (FCM). Using the data from Iran Stock Market and Accounting Research Database for 70 couples of companies listed in Tehran Stock Exchange during 2000 and 2009; we find that SVDD outperforms the other method.

2 Literature review

The empirical literature of financial distress prediction has recently gained further momentum and attention from financial institutions. Academicians and practitioners realize that the problem of asymmetric information between banks and firms lies at the heart of important market crashes such as credit rationing and that improvement in monitoring techniques represents a valuable alternative to any incomplete contractual arrangement aimed at reducing the borrowers’ moral hazard (Becchetti & Sierra, 2003; Stiglitz & Weiss, 1981; Xu, 2000). Among financial distress forecasting methods, discriminant analysis was the dominant method for predicting corporate failure from 1966 until the early part of the 1980s (Altman, 1968, 1983; Back et al., 1996b). It gained wide popularity due to its ease of use and interpretation. However,
both linear and quadratic discriminant analyses are sensitive to deviation from multivariate normality (Karrel & Prakash, 1987; Laitinen & Laitinen, 2000). During the 1980s, the probit (Zmijewski, 1984) and, especially, the logit methods (logistic regression model) (Back et al., 1996b; Ohlson, 1980) used the discriminant method.

These two models do give a crisp relationship between explanatory and response variables of the given data from a statistical viewpoint and do not assume multivariate normality, but the probit model assumed that the cumulative probability distribution must be standardized normal distribution, while the logit model assumed that the cumulative probability distribution must be logistic distribution. Since the 1990s, neural networks have been the most widely used techniques in developing quantitative financial distress prediction (Back et al., 1996b; Tam & Kiang, 1992; Wilson & Sharda, 1994), in particular, the approximation or classification powers of the MLP trained by the backpropagation algorithm (Hassoun, 1995; Hertz, Krogh, & Palmer, 1991). Many studies compared the neural networks backpropagation algorithm with the statistical methods and found neural networks backpropagation outperforms the other statistical methods, such as multivariate discriminant analysis (MDA), probit and logit methods (Back et al., 1996b; Shin, Lee & Kim, 2005; Wilson & Sharda, 1994). Neural networks have recently been employed to extract rules for solving fuzzy classification problems (Kim et al., 2003). A number of fields use the radial basis function network (i.e., RBFN), for classification problems (Jang, Sun, & Mizutani, 1997; Surendra & Krishnamurthy, 1997), function approximations (Chuang, Jeng, & Lin, 2004; Hertz et al., 1991; Jang, 1993; Jang et al., 1997; Nam & Thanh, 2003) and management sciences (Stam, Sun, & Haines, 1996; Vythoulkas & Koutsopoulos, 2003).

The approximation or classification powers of the MLP trained by the back propagation algorithm (Hassoun, 1995; Hertz et al., 1991) and RBFN are determined by the number of hidden nodes. In fact, the number of hidden layers influences the performance of back propagation MLP. Additionally, an RBFN is functionally equivalent to a zero-order Sugeno fuzzy inference system under some conditions (Jang et al., 1997). In addition, it was proven that the zero-order Sugeno fuzzy inference system could approximate any nonlinear function on a compact set to an arbitrary degree of accuracy under certain conditions (Jang, 1993). However, if a phenomenon under consideration does not have stochastic variability but is also uncertain in some sense, it is more natural to seek a fuzzy functional relationship for the given data, which may be either fuzzy or crisp.

Sun and Li (2008) use weighted majority voting combination of multiple classifiers for FDP, Chen and Du (2009) introduced an integration strategy with subject weight based on neural network for financial distress prediction. They all generated diverse classifiers by applying different learning algorithms (with heterogeneous model representations) to a single data set, and concluded that, to some degree, FDP based on combination of multiple classifiers was superior to single classifiers according to accuracy rate or stability. The most used machine learning technique is the neural network model (Haykin, 1999), trained by the back-propagation learning algorithm (Wong et al., 1997; Wong and Selvi, 1998) whose prediction accuracy outperforms statistical models including logistic regression (LR), linear discriminant analysis (LDA), multiple discriminant analysis (MDA) and other machine learning models, such as k-nearest neighbor (k-NN) and decision trees. In addition, the back-propagation neural network (BPN) model can be used as the benchmark for financial decision support models. Chen and Du (2009) found that prediction performance for the clustering approach is more aggressively influenced than the BPN model and the BPN approach obtains better prediction accuracy than the data mining (DM) clustering approach in developing a financial distress prediction model. classifiers which were diversified by using neural networks on different data sets for financial distress prediction, and their experimental results showed that multiple neural network classifiers did not outperform a single best neural network classifier, based on which they considered that the proposed multiple classifiers system may be not suitable for the binary classification problem as financial distress prediction. Song et al, (2010) presented genetic algorithm (GA) based approach and statistical filter approaches are applied to identify the best features for the support vector machine (SVM). The proposed GA-based approach is carefully designed in order to have the capability of simultaneously optimizing the features and parameters of the SVM. Experimental results on the data from Chinese companies showed that the GA-based approach could extract fewer features with a higher accuracy compared with statistical filter approaches.

Recent studies in Artificial Intelligence (AI) approach, such as ANN (Ravisankar & Ravi, 2010), SVM (Lin et al. 2011; Min & Lee 2005; Bao et al., 2012) have also been successfully applied to financial distress prediction.

The purpose of this paper is to apply fuzzy clustering means and support vector data description (SVDD) in financial distress prediction model. Fuzzy c-means (FCM) clustering is one of well-known unsupervised clustering techniques, which allows one piece of data to be two or more clusters. SVDD is known as the algorithm that finds a special kind of linear model with the maximum margin hyperplane. The maximum margin hyperplane gives the maximum separation between decision classes. The training examples that are closest to the maximum margin hyperplane are called support vectors. The SVDD classifier will be trained by different kernel functions in order to compare it with the benchmark of the neural network model. In SVDD, Using different kernel functions and the determination of optimal values of the parameters to train SVMs will lead to different results.

Therefore, the current study aims to compare the accuracy of these two forecasting techniques in predicting financial distress of companies. The original classification accuracy indicates that SVDD outperforms the FCM model.

3 Technical background

3.1 Support vector data description

SVDD, inspired by the idea of support vector machine by Vapnik (1995), is a method of one-class classification, for
which not the optimal separating hyperplane but the sphere with minimal volume containing all or most objects has to be found; its sketch in two-dimensional spaces is shown in Figure 1. It is often used as a method of novelty detection.

Novelty detection based on boundary essentially is to find a sphere with minimum volume containing all (or most of) the normal data objects. For a data set containing \( N \) normal data objects, when one or a few very remote objects are in it, a very large sphere is obtained, which will not represent the data very well. Therefore, some data points outside the sphere are allowed with introducing slack variable \( \xi \), then, the sphere can be described by centre \( a \) and radius \( R \) as follows

\[
\begin{align*}
\min L(R) &= R^2 + C \sum_{i=1}^{N} \xi_i \\
\text{s.t.} (x_i - a)^T (x_i - a) &\leq R^2 + \xi_i \\
\xi_i &\geq 0 \quad (i=1,2,...,N)
\end{align*}
\]  

(1)

Where the variable \( C \) gives the trade-off between simplicity (or volume of the sphere) and the number of errors (number of target objects rejected). We construct the Lagrange

\[
L(R, a, \alpha, \xi) = R^2 + C \sum_{i=1}^{N} \xi_i - \sum_{i} \alpha_i [(x_i - a)^2 - \xi_i] - \sum_{i} \gamma_i \xi_i \quad (\alpha_i \geq 0, \gamma_i \geq 0)
\]  

(2)

The above method computes a sphere around the data in the original input space. Normally, data are not spherically distributed, and we cannot expect to obtain a very tight description. Therefore, kernel function \( K(x_i, x_j) \) is introduced to replace inner products \((x_i \cdot x_j)\), which implicitly maps the objects \(x_i\) into some feature space. A better, tighter description can be obtained when a suitable feature space is chosen. Different kernel functions result in different description boundaries in the original input space. Gaussian kernel is the most commonly used function, its expression is as follows:

\[
k(x_i, x_j) = \exp\left(-\frac{(x_i - x_j)^2}{\sigma^2}\right)
\]  

(5)

where \( \sigma \) is the width parameter, also called extension constant. This function can suppress the growing distances for large feature spaces.

3.2 Fuzzy c-means

FCM theory is the most perfect one among many fuzzy clustering analysis methods that are effective for pattern recognition; details can be seen in reference. Considering a sample set \( X = \{x_1, x_2, \ldots, x_N\} \), \( x_i \), \( Rs \), which is required to be divided into \( C \) categories; the aim of FCM is to obtain each category’s clustering centre \( v_c \) = \{vc1, vc2, \ldots, vcm\} \((1 <= c <= C)\) by minimizing the weighed square sum of inner-cluster error.

Therefore its objective function is as follows

\[
J_m(U, V) = \sum_{i=1}^{C} \sum_{n=1}^{N} (\mu_{cn})^m (d_{cn})^2; \quad m \in [1, \infty)
\]  

(6)

With constraints

\[
\begin{align*}
0 &\leq \mu_{cn} \leq 1, \quad 1 &\leq c \leq C, 1 &\leq n \leq N \\
\sum_{c=1}^{C} \mu_{cn} &= 1, \quad 1 &\leq c \leq C,
\end{align*}
\]  

(7)

where \( m \) is the smoothing parameter, which makes it effective from hard c-means to FCM. This parameter controls the sharing degree among each fuzzy categories, bigger \( m \) will result in more fuzzy division, or results in more definitive division. Its experimental range is \([1.1, 5]\); \( \mu cn \) is subject of \( x_n \) to the \( c \)th category; \( d_{cn} \) represents the distance between \( x_n \) and \( vc \), which often is measured in Euclidean space

\[
d_{cn}^2 = \|x_n - v_c\|^2 = (x_n - v_c)^T (x_n - v_c)
\]  

(8)

\( U \) and \( V \) can be optimized by performing a number of iterative computations following equations (9) to (11), whose astringency has been proved

\[
\mu_{cn} = \begin{cases} 
1 & \text{if } \sum_{c=1}^{C} \left( d_{cn} / d_{cm} \right)^{2(m-1)} > I_c = \Phi \\
0, & \forall c \in T_c \\
1, & \forall c \in [\ln \Phi]
\end{cases}
\]  

(9)
where

\[
I_n = \{ c | 1 \leq c \leq C, d_n = 0 \} \tag{10}
\]

\[
\overline{T}_n = \{1, 2, \ldots, C\} - I_n
\]

\[
v_c = \frac{1}{\sum_{m=1}^{N}(\mu_{mn})^2} \sum_{m=1}^{N}(\mu_{mn})^{v_m} \tag{11}
\]

4 Research method

4.1 Data collection and preprocessing

The data used in this study obtained from Tehran Stock Exchange. Based on the background of Iranian listed companies, the criteria whether the listed company is specially treated (ST) by the Teheran Stock Exchange categorizes companies into two classes based on their financial condition: normal or distressed. Distressed companies are referred to ST (specially treated) companies and are classified as such if their accumulated losses are more than 50% of stockholder equity (Iran Business Law Article 141). Companies were chosen so that the Ln total assets are almost equal distressed companies.

In this analysis, we use financial data from two years before a company is classified as ST and denote it as year (t-2).

The data used in this study is obtained from the Iran Stock Market during 2000 and 2009 and Accounting Research Database and includes 70 pairs of companies listed on the Tehran Stock Exchange. Firms with missing financial ratios or ratios that are more than 3 Standard Deviations from the mean are excluded. After eliminating companies with missing and outlier data, the final number of sample companies is 120.

4.2 Feature Selection

This study uses more variables than other authors, which usually do not use more than 20. The ratios initially selected allow for a very comprehensive financial analysis of the firms including financial strength, liquidity, solvability, productivity of labour and capital, various kinds of margins and profitability and returns. Although, in the context of linear models, some of these variables have small discriminatory capabilities for default prediction, the non-linear approaches used here can extract relevant information contained in these ratios to improve the classification accuracy without compromising generalization. Feature selection is an important issue in financial distress prediction, as in other problems where a large set of attributes is available, since elimination of useless features may enhance the accuracy of detection while reducing the amount of time for processing the data. Due to the lack of an analytical model, the relative importance of the input variables can only be estimated through empirical methods. A complete analysis would require examination of all possibilities, for example, taking two variables at a time to analyze their dependence or correlation, then taking three at a time, etc. This, however, is both infeasible and not error free since the available data may be of poor quality in sampling the full input space. 24 financial ratios covering profitability, activity ability, debt ability and growth ability are selected as the initial features (see Table1).

5 Results and analysis

To investigate the effectiveness of the SVDD approach trained by small data set size in the context of the corporate financial distress classification problem, we utilize a grid-search tech-

<table>
<thead>
<tr>
<th>Variable</th>
<th>Financial ratios Description</th>
<th>Variable</th>
<th>Financial ratios Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Funds provided by operations to Stockholders’ equity</td>
<td>X13</td>
<td>Accumulated earnings to total assets</td>
</tr>
<tr>
<td>X2</td>
<td>Funds provided by operations to total liabilities</td>
<td>X14</td>
<td>Current ratio</td>
</tr>
<tr>
<td>X3</td>
<td>Net working capital to total assets</td>
<td>X15</td>
<td>Interest expenses to total expenses</td>
</tr>
<tr>
<td>X4</td>
<td>Total assets turnover</td>
<td>X16</td>
<td>Debt ratio</td>
</tr>
<tr>
<td>X5</td>
<td>Monetary asset to current assets</td>
<td>X17</td>
<td>Inventory stock turnover</td>
</tr>
<tr>
<td>X6</td>
<td>Monetary asset to current liabilities</td>
<td>X18</td>
<td>Gross income to sales</td>
</tr>
<tr>
<td>X7</td>
<td>Earnings before interest and taxes to Interest expenses</td>
<td>X19</td>
<td>Net income to Stockholders’ equity</td>
</tr>
<tr>
<td>X8</td>
<td>Net interest expenses to total liabilities</td>
<td>X20</td>
<td>Net income to sales</td>
</tr>
<tr>
<td>X9</td>
<td>Funds provided by operations to Net working capital</td>
<td>X21</td>
<td>Net working capital to sales</td>
</tr>
<tr>
<td>X10</td>
<td>Earnings before interest and taxes to total assets</td>
<td>X22</td>
<td>Interest expenses to sales</td>
</tr>
<tr>
<td>X11</td>
<td>Natural logarithm total assets</td>
<td>X23</td>
<td>Interest expenses to Net working capital</td>
</tr>
<tr>
<td>X12</td>
<td>Inventory stock to current assets</td>
<td>X24</td>
<td>Market value stockholders’ equity to total assets</td>
</tr>
</tbody>
</table>
nique using 3-fold cross-validation in order to choose optimal values of the upper bound C and the kernel parameter \( g \) that are most important in SVDD model selection. Since the aim is to find the most discriminative features, classification accuracy is the key criterion to evaluate the fitness function. For median-sized problems, cross-validation might be the most reliable way to choose the model parameters. Hence, the fitness is defined as the 3-fold cross-validation accuracy on the training set. In 3-fold cross-validation, the training set is divided into 3 subsets of equal size. Sequentially, each subset is tested by the classifier trained on the remaining 3 – 1 subsets (i.e. validation sets). Thus, the cross-validation accuracy is the average accuracy across 3-fold subsets. Note that the cross-validation method can prevent the over-fitting problem. We conducted the experiment with respect to various kernel parameters and the upper bound \( C \), and compared the prediction performance of SVDD with various parameters as the training set size got smaller. We set an appropriate range of parameters as follows: a range for kernel parameter is between 1 and 100 and a range for \( C \) is between 0 and 1.

5.1 Findings from planning the support vector data description model:

Results from algorithm test based on support vector data description by using data in the financial distress occurrence year (t year) are in Table 2.

Table 2. Results from algorithm based on support vector data description in the financial distress occurrence year - educational sample

<table>
<thead>
<tr>
<th>sample</th>
<th>Classifying type</th>
<th>year</th>
<th>Correct classifying percent</th>
<th>incorrect classifying percent</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>educational</td>
<td>financial distress</td>
<td>t</td>
<td>97.10</td>
<td>2.9</td>
<td>100</td>
</tr>
</tbody>
</table>

As it is seen in Table No. 2, the model recognize in t-year, 97.10 percent of financial distress firm in educational sample correctly. On the other hand, classification error is 2.90 percent.

Table 3. Results from algorithm test based on support vector doctor data description in the financial distress year - experimental sample

<table>
<thead>
<tr>
<th>sample</th>
<th>Classifying type</th>
<th>year</th>
<th>Correct classifying percent</th>
<th>incorrect classifying percent</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>experimental</td>
<td>financial distress</td>
<td>t</td>
<td>91.90</td>
<td>8.10</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3 shows, the model in t-year, 91.90 percent of financial distress in experimental sample correctly (classification error is 8.1 percent). Further, results from model testing show that general accuracy for this model in classifying educational sample and experimental sample in financial distress year is 97.10% and 91.90% respectively. Noticeable point about this model is non-falling (lack of falling) of predicting accuracy in experimental sample relative to educational sample, which could represent relevant general ability of the model. Results from testing basic on support vector data description in each one of t-1 year (one year before financial distress) and t-2 year (two years before financial distress) based on entire samples are presented in Table 4.

Table 4. Results from testing support vector data description algorithm in one and two year before financial distress occurrence

<table>
<thead>
<tr>
<th>sample</th>
<th>Classifying type</th>
<th>year</th>
<th>Correct classifying percent</th>
<th>incorrect classifying percent</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total data</td>
<td>financial distress</td>
<td>t-1</td>
<td>85</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td>Total data</td>
<td>financial distress</td>
<td>t-2</td>
<td>78</td>
<td>22</td>
<td>100</td>
</tr>
</tbody>
</table>

As it is seen in Table No. 4 the model classifies financial distress firms in accuracy 85 and 78 percent respectively in t-1 and t-2 year. Noticeable point about this model is intense non-falling in predicting accuracy financial distress which could represent relevant general ability of this model.

5.2 Findings from designing fuzzy c-means model:

Designing fuzzy c-means algorithm was performed so that in the first step it divides the data into two selected clusters and their features. Summary results from testing fuzzy c-means algorithm by using data in the financial distress occurrence year (t year) are presented in Table 5.

Table 5. Clustering data in the financial distress occurrence year

<table>
<thead>
<tr>
<th>Number of feature(K)</th>
<th>Selected features</th>
<th>Degree of Unconformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>All features</td>
<td>0.8966</td>
</tr>
</tbody>
</table>

Table 6 shows that if we use all features in designing a fuzzy c-means algorithm, then the model is able to separate two clusters with an accuracy of 89.66%. In our application, so we document unconformity of these two clusters with an accuracy of close to 100%. In other words, our results imply that the clusters have been separated better and there is maximum asymmetry between these two clusters. In the second step, another test is performed to determine degree of symmetry for each data (firms) with Iran Business law Article 141 (criteria for classifying two classes). In this step, percentage of symmetry between two generated clusters by fuzzy c-means with two clusters which have been classified under Article 141 to going concern. With this advantage that it could be determined data percentage to every class. By analyzing the finding is became clear that in going concern cluster based FCM, there was 100% of financial distress data (classified with criteria for Article 141 in Iran Business Law) but data which was classi-
fied in financial distress cluster under FCM 96.67% at them are the same data which were attributed to financial distress class under Article 141 in Iran Business law (implying that 3.33% error and all errors is related to financial distress class). Summary results of the study are presented in Table 6.

Table 6. Degree of conformity FCM clusters with clusters of Iran Business law 141 Article in the financial distress occurrence year

<table>
<thead>
<tr>
<th>Selected feature</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>.96670</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Where:

- \( \alpha_1 \): number of data financial distress is correct clustering to total number of data financial distress.
- \( \alpha_2 \): number of data going concern is correct clustering to total number of data going concern.
- \( \beta_1 \): number of data financial distress is incorrect clustering to total number of data incorrect clustering.
- \( \beta_2 \): number of data going concern is incorrect clustering to total number of data incorrect clustering.

Figure 2 shows the amount of data to its class.

![Figure 2. Data in financial distress occurrence year](image)

Horizontal axis show the number of firms and vertical axis show the percent of belong for data to its class. Financial distress data are in the right side and going concern data are in the left side in this axis. The closer the data in its class to top horizontal axis (financial distress) or down (going concern) are, their percent belong to its class is greater. Results from testing fuzzy c-means algorithm by using data in one year before financial distress (t-1 year) are provided in Table 7.

Table 7. Clustering data in year before financial distress

<table>
<thead>
<tr>
<th>Number of feature(K)</th>
<th>Selected features</th>
<th>Degree of Unconformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>All features</td>
<td>0.8519</td>
</tr>
</tbody>
</table>

Another test was performed to determine the amount conformity between clusters based FCM and Iran Business law 141 Article. Summary results of this research have been provided in Table 8 based on selected feature.

Table 8. Degree of conformity FCM clusters with clusters of Iran Business law 141 Article in one year before the financial distress occurrence

<table>
<thead>
<tr>
<th>Selected features</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>0.83440</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Results from testing fuzzy c-means algorithm by using data in two year before financial distress (t-2 year) are provided in Table 9.

Table 9. Clustering data in two years before financial distress

<table>
<thead>
<tr>
<th>Number of feature(K)</th>
<th>Selected features</th>
<th>Degree of Unconformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>Features</td>
<td>.7538</td>
</tr>
</tbody>
</table>

Another test was performed to determine the amount conformity between clusters based FCM and Iran Business law 141 Article. Summary results of this research have been provided in Table 10 based on selected feature.

Table 10. Degree of conformity FCM clusters with clusters of Iran Business law 141 Article in two year before the financial distress occurrence

<table>
<thead>
<tr>
<th>Selected features</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>All features</td>
<td>0.7734</td>
<td>0.9832</td>
<td>0.96</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Figure 4 shows the amount of data to its class in two year before the financial distress.

As we showed, in two years before financial distress belong percent for going concern data to their class have become lower. On the other hand, behavior at going concern firms in further years have not so many stability (constant) and some they have had tendency toward financial distress. Generally, results from testing fuzzy c-means algorithm show that the model cluster financial distress firms in accuracy 96.67, 83.44 and 77.34 percent respectively by using data in financial distress year, one and two years before financial distress, thus in classifying going concern firms it could cluster in accuracy 100, 100 & 98.32 percent respectively by using
data for financial distress occurrence year, one and two years before it. Obtained results from both algorithms have been summarized in Table 11.

Table 11. Algorithm test based fuzzy c-means

<table>
<thead>
<tr>
<th>Model</th>
<th>SVDD</th>
<th>FCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period of financial distress</td>
<td>t, t-1, t-2</td>
<td>t, t-1, t-2</td>
</tr>
<tr>
<td>financial distress prediction</td>
<td>0.92, 0.85, 0.78</td>
<td>0.97, 0.83, 0.77</td>
</tr>
</tbody>
</table>

6 Conclusion

To the best of our knowledge, this paper is the first to model financial distress using SVDD. We show the flexibly of the proposed measure with noise rejection capability. Mapping input vectors into a high-dimensional feature space, SVDD transforms complex problems (with complex decision surfaces) into simpler problems that can use linear discriminated functions, and it has been successfully introduced in several financial applications recently. Particularly in this study, we utilize a grid-search technique using 3-fold cross-validation in order to choose optimal values of the upper bound C and the kernel parameter g that are most important in SVDD model selection. Selecting the optimal parameter values through the grid-search, we could build a going concern prediction model with high stability and prediction power. Results from algorithm test based on support vector data description show that model accuracy in classifying financial distress samples in the financial distress occurrence year, One and two years before it, is 91.9%, 85% and 78% respectively. Noticeable point about this model is lack of falling in predicting accuracy before it, is 96.67%, 83.44% and 77.34% respectively.

Our experimental results showed that SVDD approach obtains better prediction accuracy than the FCM approach in developing a financial distress prediction model.
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