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Abstract

Purpose - Going concern is one of fundamental concepts in accounting and auditing and sometimes the assessment of a company’s going concern status that is a tough process. Various going concern prediction models’ based on statistical and data mining methods help auditors and stakeholders suggested in the previous literature.

Research design - This paper employs a data mining approach to prediction of going concern status of Iranian firms listed in Tehran Stock Exchange using Particle Swarm Optimization. To reach this goal, at the first step, we used the stepwise discriminant analysis it is selected the final variables from among of 42 variables and in the second stage; we applied a grid-search technique using 10-fold cross-validation to find out the optimal model.

Results - The empirical tests show that the particle swarm optimization (PSO) model reached 99.92% and 99.28% accuracy rates for training and holdout data.

Conclusions - The authors conclude that PSO model is applicable for prediction going concern of Iranian listed companies.
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1. Introduction

Going concern is one of the fundamental concepts of accounting and auditing. Statement on Auditing Standards (SAS) No.59 requires that on every audit the auditor should evaluate whether considerable doubt exists about the entity ability to continue as a going concern. In particular, the auditor has to evaluate the client's going concern status for a reasonable period, not to exceed one year further than the date of the financial statements was being audited. Relevant information about the continuation of entity’s going concern is generally obtained from the application of auditing procedures that are planned and performed in order to attain audit objectives. Examples of conditions and events that cast doubt ability of an entity for survival include negative financial trends, defaults on loans or similar agreements, and non-financial internal and external issues such as work stoppages or substantial dependence on the success of a specific project. When the identified conditions and events taken together lead to substantial doubt about going concern status of an entity, the auditor should detect and assess management's plans to mitigate the effects of adverse conditions or events. If the auditor is convinced that: management’s plans have ability to overcome a substantial doubt, a going concern audit report is not required. However, we explore the performance of going concern status using PSO for one year before going concern (t-1) and address a rule-based comprehension if the auditor decides that substantial doubt exists, he should be modified audit report by adding adescriptive paragraph accompanied by the opinion paragraph.

Although the evaluation of an entity's viability is not the main objective of an audit, bankruptcies without a prior going concern report are often observed by the public as audit reporting failures (Geiger & Raghunandan, 2002).

The high frequency of this kind of audit reporting failures is suggestive ofthis fact that the auditor's going concern decision is very complicated and requires a high level of evident judgment. The complexity of the going concern decision has led the development of several models for predicting going concern opinion. These studies is concentrated on development of going concern prediction models, by using a multiple financial and non-financial variables that might be indicative of going concern decision for auditor (Martens et al., 2008). Early studies of going concern prediction were developed by using statistical techniques such as multiple discriminant analysis, Logit, probit etc. These methods by using historical samples created diagnostic model, in spite of the fact that they cannot inductively learn from new data dynamically, which greatly affects accuracy rate (Sun & Li, 2008). In recent years, data mining, a novel field of intelligent data analysis established, developed and began to appear and grow promptly in the background of abundant data and poor information. It also has developed a new approach for the deep research in finance. Based on this principal by using great database or data warehouse which stores a large number of listed companies financial data's, by utilizing data mining technique extract valuable unknown knowledge dynamically, which can be applied to predict going
2. Literature review

It appears the start of going concern studies in the research literature coincides with the issuance of standards addressing going concern. The first study about going concern prediction published shortly after the issuance of SAS No.2 in 1974 by McKee (1976). Several researches published around the issuance of SAS No.34 in 1981. In addition, just before and within a few years after the issuance of SAS No. 59 in 1988 several studies published. However, SAS 59 included the relevant guidelines criticized because of deeply subjective, general and ambiguous (Koh & Killough, 1988). It is worth to be mentioned, even by creating Public Company Accounting Oversight Board by Sox to oversee audits of public firms, has not issued guideline for evaluation of going concern and to this day, SAS No.59 is authoritative guidance available for investigation of going concern status of an entity (Bellovary et al., 2007). In view of the evaluation of going concern is not possible simply, numerous studies conducted that divided into two categories: statistical methods and data mining techniques.

2.1. Statistical methods

The first studies of going concern used Multivariate discriminant analysis (MDA) to develop models (McKeown, 1976). Further studies on going concern decision making used probit analysis (Dopuch et al., 1987; Koh, 1987; Koh & Brown, 1991). Subsequent research applied logit analysis to test going concern predicting models (e.g. Menon & Schwartz, 1987; Harris, 1989; Bell & Tabor, 1991 McKeown et al., 1991). Among these models, only the model of Menon and Schwartz (1987) has reached to the top accuracy rate of 100%.

2.2. Data mining techniques

Since the early 80s, data mining techniques have been successfully applied to going concern prediction. Data mining respectively include five steps: sample, explore, modify, model and assess (i.e. SEMMA) (SAS Institute, 1998). In 1992, Hansen et al., (1992) was applied neural networks (NN) and Inductive Dichotomizer 3 (ID3) for prediction of going concern statue of firms. Since that time so far, various models based on data mining have been proposed and applied to predicting firms financial status (e.g. Rafiei et al., 2011; Chen, 2012; Li & Miu, 2010; Hsieh et al., 2012; Sun & Li, 2011; Harada & Kageyama, 2011; Xiao et al., 2012; Sun et al., 2011; Tsai & Cheng, 2012). The results of these studies indicate that data mining methodology is an efficient research method. We focus using PSO to predict going concern in this paper for the following reasons:

- It has uncomplicated concepts and sustainable convergence.
- To implement PSO is easy and it includes few parameters for adjusting.
- It requires low memory and CPU resources and comparison with mathematical algorithm and other heuristic optimization techniques has higher computational efficiency (Nalini & Balasubramanie, 2009).

3. Research design

3.1. Data collection

The data set used for this study consists of 146 Iranian manufacturing companies. All of these companies were or still listed in the Tehran Stock Exchange (TSE). 73 companies went bankrupt under paragraph 141 of Iran Trade Law from 2001 to 2011. The number of going concern opinion companies is equal to number of going concern opinion companies and we used "matched" companies (e.g. Min & Lee, 2005; Etemadi et al., 2009; Andrés et al, 2012; Olson et al., 2012; Chaudhuri & De, 2011; Chen, 2011 Brezigar et al., 2012). Due to small population, we could not match completely two groups in each of industries. Also size of the firms as a potential explanatory variable considered in variable selecting steps.

3.2. Feature selection

Feature selection boosts the prediction performance of the predictors and provides faster and more cost-effective predictors, and prepares a better understanding of the underlying process that is stemmed from the data. In addition, reducing the number of irrelevant or redundant features reduces the running time of a learning algorithm. There are many potential advantages of feature selection such as facilitating data visualization and understandable data, reducing the measurement and storage requirements such as: reducing times of training and utilization (Guyon & Elisseef, 2003; Ashoori & Mohammadi, 2011). Accordingly, the variables selected in this study are based on a combination all variable selection techniques and experiments. More over there is no reliable published relevant data about cash flow statement before 2008 and that is why our candidate financial ratios do not include indicators directly related with cash flows.

We apply a three stages process for future selection. At the first

1) Under paragraph 141 of Iran Trade Law, a firm is bankrupt when its total value of retained earnings is equal or more than 50% of its listed capital.
stage, the 42 variables used in this study as shown in Table 1, were selected after reviewing the finance and accounting literature dealing with financial status prediction models in Iran (in order to be consistent with economic conditions in Iran) and finally the complete set of variables that were used by Etemadi et al. (2008) are selected and captured the aforementioned characteristics of financial failure. In the second stage, we applied T-test at a significant level of 0.05 and according to this experiment; variables that potentially had the ability of predicting financial status in the model were selected. In the third stage, stepwise discriminant analysis (SDA) selected final variables. We chose SDA method because it is a dominant method in researches conducted in the accounting field (e.g. Alici, 1996; Altman, 1993; Chen and Shemerda, 1981).

SDA is a prevalent procedure in order to reduce dimensions of a problem and choosing the most significant variables from among of extensive set of variables. SDA select variable on based on a cut-off F value for pre-specified statistical significance level until no significant variables remained.

With significant level set at the 0.05 level, the discriminant stepwise procedure selected 6 and 4 variables respectively for t and t-1 from the 42 candidate variables for the models which could best differentiate the going concern firms from the non-going concern firms. Summary of SDA process is shown in Table 3. During each of these stages, a financial ratio is selected and added to collection of chosen financial ratios. Reduce Wilks’ Lambda at each stage meant to boost the diagnostic power of selected variables and Table 2 shows the results. These selected financial ratios for t are: Earnings before interest & taxes to total assets (χ₁), Retained earnings to Stock capital (χ₃), Retained earnings to total assets (χ₃₁), Gross profit to
Sales ($X_{10}$), Current liabilities to Shareholders’ equity ($X_{10}$) and Net income to total assets ($X_{34}$) and for t-1 are: total liabilities to total assets ($X_9$), Retained earnings to total assets ($X_{31}$), Operational income to sales ($X_{36}$) and Net income to total assets ($X_{34}$).

<table>
<thead>
<tr>
<th>Step</th>
<th>Tolerance</th>
<th>F to Remove</th>
<th>Wilks' Lambda</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Net income to total assets</td>
<td>1.000</td>
<td>100.772</td>
<td></td>
</tr>
<tr>
<td>2. Net income to total assets</td>
<td>0.938</td>
<td>56.243</td>
<td>0.748</td>
</tr>
<tr>
<td>3. Net income to total assets</td>
<td>0.513</td>
<td>8.617</td>
<td>0.522</td>
</tr>
<tr>
<td>4. Net income to total assets</td>
<td>0.478</td>
<td>4.749</td>
<td>0.489</td>
</tr>
</tbody>
</table>

3.3. PSO model development

3.3.1. Cross-Validation

The cross-validation is the standard data mining methodology used to evaluate and compare learning algorithms by splitting the data into two main subdivisions: a training set and test set. Quality of the prediction evaluated on the test set. $K$-fold cross validation is the primal form of cross-validation. In $K$-fold cross-validation the data is firstly partitioned into $K$ subsets of approximately or exactly the same size. Then, $K$ iterations of training and test are done such that in each iteration a variant fold of the data is held-out for validation while the rest $K-1$ folds are used for learning and $K$ outputs from the folds can be averaged and can produce a single estimation (Figure No.1). The advantage of $K$-fold cross-validation is that all observation are utilized for both training and test sets (Alpaydin, 2010). In data mining and machine learning $K$ is typically 10 or 30 that in this study $K=10$.

3.3.2. Particle Swarm Optimization (PSO)

PSO is a robust stochastic optimization computational technique based on the movement and intelligence of swarms that do not possess any leader in that complement or swarm. It employs the concept of social interaction to problem solving. It was developed and conducted by Kennedy (social psychologist) and Eberhart (electrical engineer) in 1995 pivoting on the social behaviors of birds flocking or fish schooling. It applies a number of agents (particles) that causes a swarm movement around in the search space, seeking for the best alternative or solution (Rini et al., 2011).

Each particle is treated as a point in an N-dimensional space which adjusts its "flying" according to its own flying experience as well as the flying experience of other particles. Each particle keeps track of its coordinates in the solution space which are associated with the best solution (fitness) that has achieved so far by that particle. This value is called personal best, $p\text{best}$. Another best value that is tracked by the PSO is the best value obtained so far by any particle in the neighborhood of that particle. This value is called $g\text{best}$.

The basic concept of PSO lies in accelerating each particle toward it’s $p\text{best}$ and the $g\text{best}$ locations, with a random weighted acceleration at each time step as shown in Figure No. 2.

$S^k$: current searching point
$S^{k+1}$: modified searching point
$v^k$: current velocity, $V_{p\text{best}}$
modified velocity, $V_{p\text{best}}$
Velocity based on $p\text{best}$,
$V_{g\text{best}}$: Velocity based on $g\text{best}$
\[ V_{i}^{k+1} = W_{i}^{k} + C_{1} \text{rand}_{i} (\ldots) \times (p_{best_{i}} - S_{i}^{k} + C_{2} \text{rand}_{i} (\ldots) \times (g_{best} - S_{i}^{k}) \ldots \ldots (1) \]

Where,

- \[ V_{i}^{k} \] : velocity of agent at iteration \( K \),
- \( W \) : weighting function,
- \( C_{1} \) : weighting factor, \( \text{rand} \)
- \( S_{i}^{k} \) : current position of agent \( i \) at iteration \( K \),
- \( p_{best_{i}} \) : \( p_{best} \) of agent \( i \),
- \( g_{best} \) : \( g_{best} \) of the group

The following weighting function is usually utilized in (1)

\[ W = W_{\text{max}} - [(W_{\text{max}} - W_{\text{min}} \times e_{r})/\text{Max}_{e_{r}}] \quad (2) \]

Where : \( W_{\text{max}} = \text{initial weight}, \)
\( W_{\text{min}} = \text{final weight}, \)
\( \text{Max}_{e_{r}} = \text{maximum error weight}, \)
\( e_{r} = \text{current error weight}. \)

\[ S_{i}^{k+1} = S_{i}^{k} + V_{i}^{k+1} \quad (3) \]

A large inertia weight (\( W \)) facilitates a global search while a small inertia weight facilitates a local search (see Table 3). By linearly reducing the inertia weight from a virtually large value to a small value through the course of the PSO run gives the best PSO performance compared with fixed inertia weight settings. Larger \( W \) has greater global search ability and smaller \( W \) has greater local search ability. In Figure 3 we show a flow chart depicting general PSO algorithm.

**4. Experimental results**

The proposed PSO model is implemented using MATLAB 7.6. They are results on the 10 testing data sets. See Table 3. Table 4 shows obtained result from PSO model. This model could classify firms with 99.92% and 99.29% overall accuracy rate in the training and testing sample, respectively as shown as in Table 4 and it can seen the result of error type 1and 2 for each set of data in Table 5. In addition, this model could correct classify for going concern firms with 98% accuracy rate and 100% for non-going concern firms.

**Table 3** Weighting function of PSO

<table>
<thead>
<tr>
<th>Fold</th>
<th>W1</th>
<th>W2</th>
<th>W3</th>
<th>W4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.67</td>
<td>-1.00</td>
<td>-0.12</td>
<td>-1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.63</td>
<td>-1.00</td>
<td>-0.33</td>
<td>-0.75</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>-0.79</td>
<td>-0.42</td>
<td>-1.00</td>
</tr>
<tr>
<td>4</td>
<td>0.61</td>
<td>-1.00</td>
<td>-0.25</td>
<td>-0.68</td>
</tr>
<tr>
<td>5</td>
<td>0.43</td>
<td>-0.79</td>
<td>-0.23</td>
<td>-0.92</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
<td>-1.00</td>
<td>-0.24</td>
<td>-1.00</td>
</tr>
<tr>
<td>7</td>
<td>0.77</td>
<td>-1.00</td>
<td>-0.03</td>
<td>-1.00</td>
</tr>
<tr>
<td>8</td>
<td>0.33</td>
<td>-0.81</td>
<td>-0.09</td>
<td>-0.70</td>
</tr>
<tr>
<td>9</td>
<td>0.80</td>
<td>-1.00</td>
<td>-0.06</td>
<td>-0.11</td>
</tr>
<tr>
<td>10</td>
<td>0.83</td>
<td>-1.00</td>
<td>-0.25</td>
<td>-1.00</td>
</tr>
<tr>
<td>Average</td>
<td>0.66</td>
<td>-0.94</td>
<td>-0.20</td>
<td>-0.82</td>
</tr>
</tbody>
</table>

**Table 4** Predictive accuracies (%)

<table>
<thead>
<tr>
<th>Hold-out data</th>
<th>Training data</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>1</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>2</td>
</tr>
<tr>
<td>100.00</td>
<td>99.23</td>
<td>3</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 5  Errors for training and hold-out data (%)

<table>
<thead>
<tr>
<th>Error type 2</th>
<th>Error type 1</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>5</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>6</td>
</tr>
<tr>
<td>92.86</td>
<td>100.00</td>
<td>7</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>8</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>9</td>
</tr>
<tr>
<td>100.00</td>
<td>100.00</td>
<td>10</td>
</tr>
<tr>
<td>92.86</td>
<td>99.23</td>
<td>Min</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>Max</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>Median</td>
</tr>
<tr>
<td>5.10</td>
<td>0.06</td>
<td>Variance</td>
</tr>
<tr>
<td>99.29</td>
<td>99.92</td>
<td>Mean</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we considered a set of features that include 42 variables proposed in prior literature dealing with financial status prediction models in Iran. We applied SDA to identify potential variables for predicting model and finally, we selected 6 and 4 financial ratios in \( t \) and \( t-1 \). We constructed PSO prediction model based on selected features for \( t-1 \). Based on the results, the empirical tests show that PSO model achieved 99.92% and 99.28% accuracy rates for training and hold-out data. In summary, obtained results from PSO model from 146 companies of Iran indicate that this model has suitable ability going concern prediction status of firms.
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