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A new algorithm for static damage detection of three- and two-dimensional frames is presented in this paper. This approach is based on the minimization of difference between the measured and analytical static displacements of frames. The damage detection problem is solved as a nonlinear constrained structural optimization. In this strategy, the global structural stiffness matrix is parameterized. To achieve the goal, a new technique based on the eigen decomposition of the local elemental stiffness matrix is suggested. Structural damage is modeled as a reduction in cross-sectional properties of the elements. It is assumed that the stiffness matrix of the structure is perturbed due to damage. Hence, the damaged structural stiffness matrix is presumed to be the sum of the stiffness matrix of the undamaged structure and the perturbation matrix. Consequently, the sum of these matrices should be inverted in each iteration. Instead of the common ways of inversion, Sherman–Morrison–Woodbury formula is employed. Prior to the outset of the optimization procedure, the number of design variables, the amount of reductions in cross-sectional properties, is decreased by introducing a new suggested technique. This scheme is based on the nodal equilibrium equations.

To illustrate the robustness and efficiency of the authors’ algorithm, several numerical problems are solved.
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1. **INTRODUCTION**

Recently, damage detection of structures has received considerable attention from various fields of engineering, such as civil, mechanical, and aerospace engineering. As a result, the extensive researches have been conducted in this field, and large amounts of techniques for damage identification of structures have been proposed. These strategies are classified into two categories: (1) static methods and (2) dynamic methods. The former utilizes the static responses of structures, such as displacements and strains, to locate and estimate the severity of damage in structures. On the other hand, the latter uses the dynamic characteristics, such as frequencies and shape modes, to detect damage in structures. Both groups are usually based on finite element analysis and the results of experiments. The main
idea of these approaches is that the mass, damping, and stiffness properties of the structures alter after the occurrence of damage. Consequently, the static and dynamic responses of the structures change. These processes aim to adapt the finite element model to match the analytical and the measured responses. In this way, these algorithms detect the magnitude and the location of damage in structures.

Compared with the static approaches, dynamic ones are more complicated because changes in dynamic responses are rooted in alteration of mass, damping, and stiffness properties, whereas change in static responses is only involved in stiffness properties. To remedy this difficulty, most of the dynamic schemes ignore damping and variation of mass. Moreover, the static tests are more accurate than the dynamic ones because the high orders of modal data are required to identify damages through the stiffness properties, and it is really difficult to obtain these data. Furthermore, it is challenging to achieve the accurate mode shapes on some stiff structures. In addition, static tests are cheaper than the dynamic ones. For all these reasons, static methods have drawn considerable attention in recent years.

Dynamic approaches have developed more fully than the static ones. Ramamurti and Neogy (1998) proposed a tactic to detect damage in blades of turbo machines. In this technique, the natural frequency is considered as a damage criterion. Akgun and Ju (1990) investigate the effects of cracks in planar frames. Then, they proposed a dynamic method to determine the location and severity of cracks. In some damage identification approaches, structural analysis must be performed repeatedly to detect the worst damage scenario. Aktas and Moses (1998) approximated the dynamic reanalysis of unhealthy structures by using binomial series approximation. Some researchers have provided an exhaustive literature review on the work in this area (Carden and Fanning, 2004). This survey investigates the characteristics and the formulations of various dynamic approaches. Compared with the dynamic methods, the literature on the static techniques is few. The following paragraph is devoted to briefly summarize the state of the art of the static damage detection techniques. Sheena et al. (1982) endeavored to minimize the discrepancies between the actual and analytical stiffness matrix by updating the elements of the stiffness matrix. They utilized noise-free measurements in their strategy. Sanayei and Nelson (1986) introduce a scheme in which displacements were measured to calculate the structural stiffness properties. In their algorithm, the applied force degrees of freedom (DOFs) and the measured ones had to be totally overlapped; therefore, this tactic was not practical. Sanayei and Onipede (1991) removed the disadvantage of Sanayei and Nelson (1986). Their way did not require the external loads to be applied at the measured DOFs. Sanayei and Saletnik (1996a, Part I) locate and estimate the severity of damage in structures by measuring some of the elemental strains. They also investigated the effect of noisy data on their methods (Sanayei and Saletnik, 1996b, Part II). Hajela and Soeiro (1990a,b) classified the existing parameter identification tactics into three groups: (1) equation error (2) output error (3) minimum deviation techniques. Besides, they identify damage in structures by utilizing both dynamic and static responses. Banan et al. (1994a, Part I, 1994b, Part II) presented two algorithms to detect the location and the magnitude of damage in structures. These researchers employed Recursive Quadratic programming method for solving the optimization problem. Hjelmstad and Shin (1997) proposed a scheme to detect damage by measuring the static responses. It should be noted that this process is based on
the research conducted by Banan et al. (1994a, Part I, 1994b, Part II) and Liu and Chian (1997) obtained a new shape of the equilibrium equation of trusses. In this way, the parameters of the stiffness matrix were separated from other elements of this matrix. They also detected damage in trusses by utilizing their new formulation. Rezaiee-Pajand and Saliani (2004) developed the suggested approach by Liu and Chian (1997). Their tactic was capable of identifying damage in trusses by measuring displacements. Besides, they compared the robustness of several existing damage detection methods. Chou and Ghaboussi (2001) used genetic algorithm to assess damage in structures. Bakhtiari-Nejad et al. (2005) proposed a technique for static damage detection of structures. In addition, they formulate the problem as a nonlinear optimization problem solved by Sequential Quadratic programming (SQP). Shenton III and Hu (2006) detected damage in structures by utilizing dead load redistribution. Kouchmeshky et al. (2007) studied the problem of damage detection using minimum test data. Rezaiee-Pajand and Aftabi Sani (2008) presented a strategy to locate damage and estimate its severity. Their formulation led to a Binary programming solved by pseudo-dual simplex procedure. Yang and Sun (2010) applied the flexibility disassembly technique to identify the location and the extent of damage in structures. Note that they identified structural damage without using the optimization methods. Abdo (2012) investigated the relationship between the locations and severity of damage with the displacement curvature of beams. In addition to the above-cited damage identification methods, some researchers have proposed closed-form solutions for damage identification of structures. For example, Caddemi et al. have presented accurate closed-form expressions for detecting the location and severity of cracks in elastic beams (Caddemi and Greco, 2006; Caddemi and Morassi, 2007, 2011). Dong et al. (2002) have demonstrated that utilizing local parameters can be more effective to detect damage in structures, in comparison with the global ones. One of the key parameters in some failure criteria of ductile material is the damage related to the voids. Alves (2001) modeled this type of damage as changes in Young’s modulus.

In this study, a new method to locate and estimate the magnitude of damage in 3D and 2D frames is proposed. This technique utilizes the structural displacements. The overall formulation leads to a nonlinear optimization problem, in which the discrepancies between the analytical and measured displacements are minimized. In this algorithm, the damage is modeled as a reduction in cross-sectional properties, which perturbs the stiffness matrix of the healthy structure. Consequently, the damaged stiffness matrix is assumed to be the sum of the stiffness matrix of the undamaged structure and the perturbation matrix. To establish the goal function, the sum of the aforementioned matrices must be inverted. To efficiently and accurately calculate the inversion of the sum of two matrices, Sherman–Morrison–Woodbury formula is employed. Previously, this formula has not been utilized for the construction of the objective function, which is used in damage detection problems. Some researchers have applied second-order Taylor’s series to set up this goal function (Bakhtiari-Nejad et al., 2005). It is worth emphasizing; the latter formulation is approximate and produces some numerical errors. It should be added that the suggested approach models the damage, which is represented by a reduction of the cross-sectional properties of an entire element. Consequently, the proposed approach cannot localize concentrated damage within the element length. Moreover, the number of design variables is reduced by introducing a new technique based
on nodal equilibrium equations. Finally, several numerical tests are performed to demonstrate the capability and efficiency of the suggested method.

2. PARAMETERIZATION OF THE STIFFNESS MATRIX

As previously mentioned, the unknown parameters of the damage detection problem are the cross-sectional properties of the damaged structures. The damage identification algorithms aim to estimate these parameters. To formulate the authors' damage assessment technique, it is essential to parameterize the global stiffness matrix. To achieve this goal, a new method based on the eigen decomposition of elements' local stiffness matrices is presented. Herein, this approach is comprehensively demonstrated for 2D beam element without axial DOF, and the related results for 2D and 3D frame elements are solely mentioned in Appendix A.

Consider the 2D beam element in Fig. 1. As it is shown in this figure, the beam element has both rotational and translational DOFs, which results in the unusual mixed units of length and radians in the eigenvalues and eigenvectors of the local stiffness matrix (Doebling et al., 1998). This inconsistency is rooted in the well-known shape functions of the element.

The shape functions of this element are as below (Rezaiee-Pajand and Moayyedian, 2004):

\[ \begin{align*}
N_1(x) &= 1 - \frac{3x^2}{L^2} + \frac{2x^3}{L^3}, \\
N_2(x) &= x - \frac{2x^2}{L} + \frac{x^3}{L^2}, \\
N_3(x) &= \frac{3x^2}{L^2} - \frac{2x^3}{L^3}, \\
N_4(x) &= \frac{x^3}{L^3} - \frac{x^2}{L},
\end{align*} \]

Figure 1 2D beam element.
where the length of the element is $L$. By employing the aforementioned shape functions, the displacement function can be computed as follows:

$$v(x) = N_1(x) v_1 + N_2(x) \theta_1 + N_3(x) v_2 + N_4(x) \theta_2.$$  \hfill (2)

Alternatively, in matrix notation, the succeeding relationship is held:

$$v(x) = [N_1(x) \ N_2(x) \ N_3(x) \ N_4(x)] \begin{bmatrix} D_1 \\ D_2 \\ D_3 \\ D_4 \end{bmatrix} = N D_E.$$  \hfill (3)

In the last relation, $N$ denotes the row matrix of the shape functions, and the elemental displacement vector is $D_E$. To calculate the local stiffness matrix, the next equality is usually deployed (Rezaiee-Pajand and Moayyedian, 2004):

$$K_E = \int_0^L B^T (EI) B \, dx$$  \hfill (4)

in which

$$B = [N''_1(x) \ N''_2(x) \ N''_3(x) \ N''_4(x)].$$  \hfill (5)

In Eq. (4), $I_z$ is the beam moment of inertia with respect to the $z$ axis, $E$ is the Young’s modulus. Moreover, the $B$ matrix contains the second-order derivatives of shape functions. By using these shape functions, the local stiffness matrix is obtained in the subsequent form:

$$K_E = \frac{EI}{L^3} \begin{bmatrix} 12 & 6L & -12 & 6L \\ 6L & 4L^2 & -6L & 2L^2 \\ -12 & -6L & 12 & -6L \\ 6L & 2L^2 & -6L & 4L^2 \end{bmatrix}.$$  \hfill (6)

Clearly, since the beam element has both translational and rotational DOFs, the units of the shape functions and the entries of $K_E$ are inconsistent. In addition, if eigen-decomposition is employed for $K_E$, this inconsistency will lead to appearance of mixed units in the eigenvalues and eigenvectors as well.

The inconsistency of units of the element stiffness matrix was avoided by some other researchers (Caddemi and Calio, 2013; Calio and Greco, 2013). They multiplied the rotations and the forces by the beam length to obtain consistent units in the stiffness matrix. To cancel the mixed units, a 2D beam element with new fictitious DOFs is proposed. The suggested DOFs for the beam element have only the units of length, and as a result, all the units of these DOFs are consistent. This beam element with new virtual DOFs is demonstrated in Fig. 2.

The new shape functions of this element have the coming appearance:

$$\hat{N}_i(x) = 1 - \frac{3x^2}{L^2} + \frac{2x^3}{L^3},$$
Figure 2 2D beam element with new fictitious DOFs.

\[
\hat{N}_2(x) = \frac{x}{L} - \frac{2x^2}{L^2} + \frac{x^3}{L^3}, \\
\hat{N}_3(x) = 3\frac{x^2}{L^2} - 2\frac{x^3}{L^3}, \\
\hat{N}_4(x) = \frac{x^3}{L^3} - \frac{x^2}{L^2},
\]

(7)

Utilizing these shape functions leads to the succeeding displacement function:

\[
\hat{v}(x) = \hat{N}_1(x) v_1 + \hat{N}_2(x) (L\theta_1) + \hat{N}_3(x) v_2 + \hat{N}_4(x) (L\theta_2).
\]

(8)

This equation can be expressed in the coming matrix form:

\[
\hat{v}(x) = \begin{bmatrix} \hat{N}_1(x) & \hat{N}_2(x) & \hat{N}_3(x) & \hat{N}_4(x) \end{bmatrix} \begin{bmatrix} \hat{D}_1 \\ \hat{D}_2 \\ \hat{D}_3 \\ \hat{D}_4 \end{bmatrix} = \hat{N} \hat{D}_E.
\]

(9)

By comparing Eqs. (1) and (7), the following results can be obtained:

\[
\hat{N} = \hat{N} Q,
\]

(10)

in which, the transformation matrix Q is defined as below:

\[
Q = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & L & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & L \end{bmatrix}.
\]

(11)

Calculation of the second-order derivatives of \( \hat{N} \) yields the latter matrix:

\[
\hat{B} = \hat{B} Q.
\]

(12)

\[
\hat{B} = [\hat{N}'_1(x) \quad \hat{N}'_2(x) \quad \hat{N}'_3(x) \quad \hat{N}'_4(x)].
\]

(13)
It is worth emphasizing that \( Q \) plays a role of a constant parameter for the derivation process. Inserting Eq. (12) into Eq. (4) leads to the subsequent results:

\[
K_E = \int_0^L Q^T \hat{B}' EI \hat{B} Q \, dx = Q^T \left( \int_0^L \hat{B}' EI \hat{B} \, dx \right) Q,
\]

(14)

\[
\hat{K}_E = \int_0^L \hat{B}' EI \hat{B} \, dx,
\]

(15)

\[
\hat{K}_E = \frac{EI}{L^3} \begin{bmatrix} 12 & 6 & -12 & 6 \\ 6 & 4 & -6 & 2 \\ -12 & -6 & 12 & -6 \\ 6 & 2 & -6 & 4 \end{bmatrix},
\]

(16)

\[
K_E = Q^T \hat{K}_E Q.
\]

(17)

It is obvious that the mixed units have not arisen in the virtual local stiffness matrix and the shape functions of the beam element with fictitious DOFs. Consequently, the inconsistency of units does not exist in the structural element matrix. It should be added that the inconsistency of units can also be removed by normalizing the stiffness matrix. This technique was first proposed by Caddemi and Calio (2013).

At this stage, eigen decomposition can be utilized for \( K_E \). For this purpose, first, the eigenvalues and the eigenvectors of the new virtual element’s stiffness matrix should be calculated. They are expressed as below:

\[
\hat{\lambda} = \frac{EI}{L^3} \begin{bmatrix} 2 \\ 30 \end{bmatrix}, \quad \hat{k} = \begin{bmatrix} 0 & \frac{2}{\sqrt{10}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{10}} \\ \frac{1}{\sqrt{2}} & \frac{2}{\sqrt{10}} \end{bmatrix}.
\]

(18)

To have the unit magnitude, the eigenvectors are normalized as follows:

\[
\hat{k}'k'^T = I.
\]

(19)

In the last equations, \( \hat{\lambda} \) is an \( ng \times 1 \) vector whose entries are the nonzero eigenvalues of the local stiffness matrix of the proposed element (\( \hat{K}_E \)). It should be added that the columns of the \( \hat{k} \) are the eigenvectors of \( \hat{K}_E \). Note that \( \hat{k} \) does not contain the eigenvectors whose eigenvalues are zero. The latter matrix has four rows, which is equal to the number of the elemental DOFs, and two columns, which is equal to the nonzero eigenvalues. Based on the eigen decomposition, the true local stiffness matrix can be written in the following form:

\[
K_E = Q^T \hat{\lambda} \hat{k}'k'^T Q.
\]

(20)

In this equality, \( \hat{\lambda} \) is an \( ng \times ng \) diagonal matrix whose diagonal entries are the eigenvalues of the element with fictitious DOFs. This expression can be further
simplified to have the following shape:

$$\mathbf{K}_E = \chi \Lambda \chi^T,$$  \hspace{1cm} (21)

$$\chi = \mathbf{Q}^T \kappa.$$ \hspace{1cm} (22)

Up to now, the technique of removing the inconsistency of the units for 2D beam element without axial DOF is demonstrated. At the next stage, the mentioned strategy is generalized for the 2D and 3D frame element with axial DOF. Based on finite element method, the elemental stiffness matrix of the 2D and 3D beam elements can be established by utilizing the new beam element. The eigenvalues, eigenvectors, and the transformation matrix of these elements will be presented in Appendix A.

After setting up the local stiffness matrix of the elements of the structure, the frames' stiffness matrix can be calculated by matrices assembling process. To achieve this, the transformation matrix $\Gamma$ for each element should be defined as follows:

$$D_{EI} = \Gamma_i D.$$ \hspace{1cm} (23)

In the last relation, the local displacement vector of the $i$th element and the structure’s displacement vector are $\mathbf{D}_{EI}$ and $\mathbf{D}$, respectively. $\mathbf{D}_{EI}$ has $ne$ entries, and $\mathbf{D}$ is an $nd \times 1$ vector. $ne$ and $nd$ are the number of the elemental DOFs and number of structure’s DOFs, respectively. Note that $\Gamma_i$ denotes the transformation matrix of the $i$th element, which relates the element’s local DOFs to the global ones. By employing the transformation matrices, the global stiffness matrix can be obtained in the subsequent shape:

$$\mathbf{K} = \sum_{i=1}^{nel} \Gamma_i^T \mathbf{\hat{A}} \Gamma_i.$$ \hspace{1cm} (24)

This expression can be rewritten in the latter form:

$$\mathbf{K} = \mathbf{A} \hat{\mathbf{P}} \mathbf{A}^T,$$ \hspace{1cm} (25)

$$\mathbf{A} = [\Gamma_1^T \chi, \Gamma_2^T \chi, \ldots, \Gamma_{nel}^T \chi].$$ \hspace{1cm} (26)

In these formulas, $\hat{\mathbf{P}}$ is a diagonal matrix, which has $(ng \times nel)$ rows and $(ng \times nel)$ columns. $nel$ is the number of members. It should be noted that the diagonal entries of this matrix are the nonzero eigenvalues of the structure’s elements. It is worth mentioning that the eigenvalues are related to the stiffness properties of the structure. In addition, $\mathbf{A}$ is a connectivity matrix, which has $nd$ rows and $ng \times nel$ columns (Doebling et al., 1998).

Doebling et al. (1998) has parameterized the stiffness matrix of the fourth-order Bernoulli–Euler beam element in three-dimensional space by utilizing eigen decomposition. In their formulation, unusual mixed units exist. In the present study, this inconsistency of units is removed by employing the beam element with new fictitious DOFs.
3. GOAL FUNCTION

The damage identification problem is usually formulated mathematically as an inverse problem, which is generally ill-posed (Kouchmeshky et al., 2007). Usually, the problem is cast as an optimization problem in which the design variables are the members’ cross-sectional properties, and the responses of the structure are known. To estimate the unknown parameters, some of the damage detection techniques, namely, output error approaches, minimize the differences between the analytical displacements and the measured ones (Hajela and Soeiro, 1990b). In these algorithms, the error vector of the \( i \)th load case has the following appearance:

\[
R_i = D_{ad}^i - D_{md}^i,
\]

where the analytical and the measured displacement vector are \( D_{ad}^i \) and \( D_{md}^i \), respectively. These vectors have \( nd \) entries. Obviously, to establish the error vector, it is essential to calculate displacements analytically. Based on exact closed-form solutions, the explicit objective function is available for the case of concentrated cracks on beams (Buda and Caddemi, 2007). In this work, the equilibrium equation of the structure is employed to establish the objective function. After the damage occurs, some of the cross-sectional properties degrade. Therefore, the structure’s stiffness matrix and its responses change. Consequently, the stiffness matrix of the damaged structure and its equilibrium equation will be converted into the coming shape:

\[
K_d = K + \Delta K,
\]

\[
(K + \Delta K)D_d = F.
\]

In these relationships, \( \Delta K \) is a \( nd \times nd \) matrix, namely, perturbation matrix. This matrix shows the changes in the stiffness matrix of the healthy structure. By deploying these equations, the error vector can be obtained as below:

\[
R_i = (K + \Delta K)^{-1}F - D_{md}^i.
\]

Based on Eq. (25), \( \Delta K \) is calculated as follows:

\[
\Delta K = A\delta \hat{P}A^T.
\]

In this equality, \( \delta \hat{P} \) is a diagonal matrix, which has \( ng \times nel \) rows and columns, and its main diagonal entries are dependent on the amounts of reduction in the cross-sectional characteristics of the members. It is worth emphasizing that \( A \) does not alter due to damage. According to the mentioned formulas, the goal function can be expressed in the succeeding form:

\[
gf = \sum_{i=1}^{nle} R_i^T R_i.
\]
In the last relation, $gf$ denotes the objective function, which is a function of the members’ cross-sectional properties. It should be added that the number of load cases is shown by $nlc$. By using this goal function, the problem can be formulated as the subsequent nonlinear constrained optimization problem:

$$\begin{align*}
\begin{cases}
\text{Min } g(diag(\delta P)) \\
\text{diag}(\delta P) \leq 0,
\end{cases}
\end{align*}$$

(33)

where $diag(\delta P)$ is a $ng \times nel$ vector which contains the diagonal entries of $\delta P$.

Mathematically, if the cross-sectional properties of the damaged structures are calculated correctly, the analytical displacements will be equal to the measured ones. As a result, the objective function will be zero. In practice, due to measurements and modeling errors this function will not exactly become zero.

### 4. Improving the Efficiency

Up to now, the damage detection problem is formulated as a nonlinear constrained optimization problem. Note that one of the significant phases of the optimization procedures is their efficiency, and the analyzers generally endeavor to decrease the number of required computational efforts of their algorithms. Therefore, two techniques are demonstrated to reduce the consumed time of the solution procedure in the following sections.

One of the common ways to increase the efficiency of the optimization procedure is decreasing the number of design variables. For this purpose, a new approach based on the nodal equilibrium equations is proposed. By employing this method, some of the healthy members will be identified. Consequently, the number of unknowns decreases.

It is obvious that the error vector and the goal function should be computed in each iteration. To calculate them, the sum of the healthy structure’s stiffness matrix and the perturbation matrix must be inverted in each cycle. There are various well-known techniques to obtain the inversion of the sum of these matrices, such as Gaussian elimination, Cholesky decomposition, LU decomposition, and so on. In addition to the aforementioned common ways, Sherman–Morrison–Woodbury formula can accurately invert the sum of two matrices. It will be proven in the present study that this approach is more efficient than the other ways. Hence, the error vector and the goal function will be constructed by utilizing this formula. In this strategy, the required arithmetic operations of the solution procedure will be reduced.

#### 4.1. Reducing the Number of Design Variables

As previously mentioned, in damage detection problem, the cross-sectional properties of the members are the design variables. Accordingly, the number of them is equal to the number of members multiply by the number of cross-sectional properties of each element. It should be added that the proposed procedure is useful for improving the efficiency of the damage model for the cross-sectional properties of an entire element, and it can be applied only under the assumed damage mode.
It is unsuitable for the evaluation of a concentrated damage within the element length. In static damage identification problems, the structures' responses, such as displacements and strains, are known. These known parameters establish some relationships based on the equilibrium principle and constitutive laws. In general, the number of unknowns is more than known parameters. Therefore, the problem is underdeterminate, and it has more than one solution. Hence, the problem must be formulated as an optimization problem (Chou and Ghaboussi, 2001). Note that decreasing the number of unknown parameters and increasing the number of equations may remedy this problem.

In the following sections, a new technique to reduce the number of unknowns is presented. This is based on the nodal equilibrium equations of the structure, which could be written in the below form:

\[ KD = F, \]  

where the displacement and load vector are \( D \) and \( F \), respectively. They are \( nd \times 1 \) vector. In addition, \( K \) denotes the stiffness matrix, and it has \( nd \times nd \) entries. The number of structure's DOFs is \( nd \). It is obvious that the stiffness matrix is dependent on the members' cross-sectional properties. To identify the undamaged members, it is better to separate the unknown parameters from the stiffness matrix. To achieve this goal, the following formula is deployed for 3D frame:

\[ KD = T_a A + T_t J + T_{by} I_y + T_{bz} I_z, \]  

The matrices, which set up the last relation, are defined as follows:

\[ T_a = [L_1 K_{a1} L_1^T D \cdots L_i K_{ai} L_i^T D \cdots L_{nel} K_{anel} L_{anel}^T D], \]  

\[ T_t = [L_1 K_{t1} L_1^T D \cdots L_i K_{ti} L_i^T D \cdots L_{nel} K_{tnel} L_{tnel}^T D], \]  

\[ T_{by} = [L_1 K_{by1} L_1^T D \cdots L_i K_{byi} L_i^T D \cdots L_{nel} K_{bynel} L_{bynel}^T D], \]  

\[ T_{bz} = [L_1 K_{bz1} L_1^T D \cdots L_i K_{bz_i} L_i^T D \cdots L_{nel} K_{bznel} L_{bznel}^T D]. \]  

In addition, the subsequent vectors include the members' cross-sectional properties:

\[ A = \{A_1 A_2 \cdots A_{nel}\}, \]  

\[ I_x = \{I_{x1} I_{x2} \cdots I_{xin}\}^T, \]  

\[ I_y = \{I_{y1} I_{y2} \cdots I_{yun}\}^T, \]  

\[ I_z = \{I_{z1} I_{z2} \cdots I_{zin}\}^T. \]  

In these equalities, \( T_{at}, T_t, T_{by}, \) and \( T_{bz} \) are \( nd \times nel \) rectangular matrices. The number of DOFs and members are shown by \( nd \) and \( nel \), respectively. Moreover, the entries of \( I_x, I_y, \) and \( I_z \) are the moments of inertia, and \( A \) includes cross-sectional areas. The connectivity matrix of the \( i \)th element is shown by \( L_i \). In 3D frames, this matrix has \( nd \) rows and 12 columns. Note that number of DOFs of a 3D frame
element is equal to 12. Furthermore, $K_a$, $K_t$, $K_y$, and $K_z$ are $12 \times 12$ matrices, which can build the global stiffness matrix of $i$th element in the next shape:

$$K_{Gi} = A_i K_{ai} + J_i K_{ti} + I_{yi} K_{byi} + I_{zi} K_{bzi},$$

(44)

The $i$th element’s stiffness matrix in global coordinates is demonstrated by $K_{Gi}$. As previously mentioned, the damage is modeled by reducing the cross-sectional properties. As a result, the stiffness matrix and the displacement vector of the structure will be changed. Therefore, the equilibrium equation of the structure will be written in below form:

$$K_d D_d = F,$$

(45)

In this equality, the damaged structural stiffness matrix and the displacement vector are shown by $K_d$ and $D_d$, respectively. To identify the healthy members, Eq. (45) should be converted into the form of Eq. (35), which clearly separates the cross-sectional properties of each element from the stiffness matrix. For this purpose, $D_d$ must be used instead of $D$. It is worth emphasizing that $K_{ai}$, $K_{ti}$, $K_{byi}$, and $K_{bzi}$ are the same in damaged and undamaged structures.

In fact, Eqs. (34) and (45) are system of equations. Each equation of them is a nodal force or moment equilibrium equation in translational or rotational direction. As it is shown in Eq. (35), equations related to a specific node are dependent on the cross-sectional properties among the elements connected to the mentioned node. In damaged structure, the cross-sectional properties are unknown. If these parameters are estimated correctly, the system of nodal equilibrium equations of the unhealthy structure will be satisfied. In practice, only few members within the structure deteriorate due to damage, and others remain healthy. To identify the undamaged ones, it is first supposed that all the members are unharmed. In other words, the cross-sectional properties of the healthy structures are employed in Eq. (45). If all the members connected to the specific node are undamaged, the nodal equilibrium equations of the mentioned node will be satisfied by inserting the healthy cross-sectional properties into Eq. (45). By this mean, the nodes whose elements are undamaged can be detected. Afterward, the healthy members can be easily identified by finding the members related to these nodes. It is obvious that the proposed approach cannot detect the healthy elements, which are connected to two damaged nodes. By employing this strategy, the number of unknowns is reduced, and the efficiency of the optimization procedure improves. On the other hand, deploying the aforementioned form of the equilibrium equations, instead of the common way, will reduce the complexity of the computer programming. It should be added that the equilibrium equation of the 2D frame in the shape of Eq. (35) will be given in Appendix B.

4.2. Constructing the Goal Function

As it was discussed earlier, the damaged structural stiffness matrix is the sum of the perturbation matrix and the undamaged structure’s stiffness matrix. Clearly, the perturbation matrix is a function of unknown parameters. In damage detection
algorithm, the sum of these matrices must be essentially inverted in each cycle of the solution procedure.

Sherman–Morrison–Woodbury formula is an accurate technique to compute the inversion of the sum of two matrices (Hager, 1989; Henderson and Searle, 1981). This identity has been utilized in different branch of structural and electrical engineering. In addition, it has been used in solving the differential equations, sensitivity analysis in linear programming, and quasi-Newton approaches (Hager, 1989). However, the mentioned relationship has not been employed in the damage detection of frames yet. In this paper, the stated method will be applied to set up the error vector and the objective function of the problem. To achieve this goal, the stiffness matrix of the structure is perturbed due to damage and \( \Delta K \) demonstrates the amount of changes in this matrix. By applying the Sherman–Morrison–Woodbury formula, the damaged structural stiffness matrix can be inverted as follows:

\[
(K + \Delta K)^{-1} = (K + UH^{-1}V)^{-1} = K^{-1} - K^{-1}U(H + VK^{-1}U)^{-1}V K^{-1}.
\]  

(46)

In this relationship, \( \Delta K \) is equal to \( (UH^{-1}V) \). Based on Equation (31), \( U, V, \) and \( H \) are clearly \( A, A^T, \) and \( \hat{\delta P}^{-1} \), respectively. It should be added that \( (H + VK^{-1}U) \) is named capacitance matrix. Number of rows and columns of this matrix are dependent on the dimensions of \( U, V, \) and \( H \). For being Eq. (46) computable, \( (H + VK^{-1}U), H, \) and \( K \) must be invertible. On the other hand, it is not necessary for \( \Delta K \) to have inverse. It should be reminded that the stable structural stiffness matrix is always invertible.

As previously mentioned, Sherman–Morrison–Woodbury formula is employed to establish the goal function and the error vector in each cycle. When the rank of the perturbation matrix is less than the stiffness matrix, the effort involved in computing \( (K + \Delta K)^{-1} \) is small relative to the effort required to invert this matrix by classical methods, such as Guassian elimination, Cholesky decomposition and LU decomposition. To make the rank of \( \Delta K \) smaller than \( K \), healthy members are identified by utilizing the technique in the previous section. After detecting the undamaged members, the columns of \( A \) matrix, which are related to these members will be eliminated. Consequently, the number of columns of this matrix will be reduced. In the following lines, \( A_m \) denotes the new obtained matrix which has \( nrm \times ng \) columns and \( nd \) rows. The number of damaged members is equal to \( nrm \). In addition, the rows and columns of \( \hat{\delta P} \) related to the damaged members will be removed. Hence, a new diagonal matrix, which is called \( \hat{\delta P}_m \), will be obtained. This matrix has \( nrm \times ng \) rows and columns. Afterwards, \( A \) and \( \hat{\delta P} \) are substituted by \( A_m \) and \( \hat{\delta P}_m \), respectively. In this way, \( \Delta K \) is calculated as below:

\[
\Delta K = A_m \hat{\delta P}_m A_m^T.
\]  

(47)

Based on this equality, the following expression can be written as

\[
\Delta K = UH^{-1}V = A_m \hat{\delta P}_m A_m^T.
\]  

(48)

To invert \( (K + \Delta K) \), it is essential to reverse \( \hat{\delta P}_m \). To achieve this, its main diagonal entries must be inverted since this matrix is a diagonal matrix. It is worth
emphasizing that some healthy members may sometimes be identified mistakenly as damaged ones by utilizing the tactic proposed in the previous section. In this case, the aforesaid matrix does not have an inverse. To solve this problem, a lower bound, which is relatively small to the cross-sectional properties, is introduced on variables. These bounds show a very small reduction in cross-sectional properties of the damaged members. In this way, $\mathbf{\delta P}_m$ is always invertible. Deploying Eqs. (46) and (48) leads to the subsequent result:

$$D^\delta = (\mathbf{K}^{-1} - \mathbf{K}^{-1}\mathbf{A}_m(\mathbf{d P}_m^{-1} + \mathbf{A}_m^T\mathbf{K}^{-1}\mathbf{A}_m)^{-1}\mathbf{A}_m^T\mathbf{K}^{-1})\mathbf{F}. \quad (49)$$

This relation can be rewritten in the following form:

$$D^\delta_a = \mathbf{D} - \mathbf{K}^{-1}\mathbf{A}_m(\mathbf{d P}_m^{-1} + \mathbf{A}_m^T\mathbf{K}^{-1}\mathbf{A}_m)^{-1}\mathbf{A}_m^T\mathbf{D}. \quad (50)$$

By employing the last equations, the error vector is obtained as follows:

$$\mathbf{R}_i = (\mathbf{D} - \mathbf{K}^{-1}\mathbf{A}_m(\mathbf{d P}_m^{-1} + \mathbf{A}_m^T\mathbf{K}^{-1}\mathbf{A}_m)^{-1}\mathbf{A}_m^T\mathbf{D}) - \mathbf{D}_d. \quad (51)$$

Afterward, the objective function is established, and the unknown parameters will be estimated by minimizing the goal function. Note that Sherman–Morrison–Woodbury formula has various forms, which will be introduced in Appendix C.

5. NUMERICAL EXAMPLES

In this section, several numerical examples are presented to illustrate the robustness of the proposed technique in damage detection of frames. First, a damage scenario is presumed for each structure. Then, the damaged structures’ responses are obtained by utilizing the structural analysis methods, instead of measuring them. Afterward, two algorithms are deployed to detect the magnitude and the location of damage in frames, and the results are shown in tables. It should be noted that these methods are not able to localize the concentrated damage because damage is modeled as a reduction in cross-sectional properties of members. However, this limitation can be to some extent remedied by successively subdividing the members. To establish the objective function, Sherman–Morrison–Woodbury formula is applied in the first approach, whereas the second algorithm employs LU decomposition. It is clear that LU decomposition is a common technique to invert matrices. This tactic factorizes a matrix as a product of a lower triangular matrix and an upper one and then calculates inversion of the initial matrix. It should be mentioned that the second tactic is used along with the first one to demonstrate the efficiency of the algorithm, in which Sherman–Morrison–Woodbury formula is applied. To compare the efficiency of these two approaches, an efficiency index is defined. This guide is based on the consumed time of each algorithm for converging to the solution. The following expression mathematically demonstrates the index:

$$IT_i = \frac{T_{\text{min}}}{T_i} \times 100 \quad (52)$$
where $T_{\text{min}}$ denotes the consumed time of the fastest method, and $T_i$ is the consumed time of the $i$th formulation. It is worth emphasizing that simple load cases are utilized in the following numerical examples. Other researchers have comprehensively studied the characteristics of the appropriate load cases for damage identification of structures (Bakhtiari-Nejad et al., 2005; Kouchmeshky et al., 2007; Liu and Chian, 1997; Sanaye and Onipede, 1991). Moreover, the conditions of the optimization problem are similar in both schemes. To detect the location and the severity of damage in the following examples, a Fortran program has been implemented by the authors.

5.1. Planar Eight-Members Frame

A two-storey frame is shown in Fig. 3 (Saliani, 1999). Its number of DOFs is 18. This frame is an indeterminate structure.

The frame’s cross-sectional areas and moments of inertia are 200 mm$^2$ and 1066.7 mm$^4$, respectively. Furthermore, the Young’s modulus is $2 \times 10^6$ kg/cm$^2$. The cross-sectional properties of members 2 and 6 deteriorate due to damage. The damaged properties are shown in Table 1. As previously mentioned, a simple load case is employed. Here, the first and second storey’s applied loads at the horizontal DOFs are chosen to be 1 and 2 kg, respectively. In addition, the first and second storey’s vertical DOFs are subjected to the loads with the value of $-1$ and $-3$ kg, respectively. Besides, the nodal moments of the first storey are 1 kg$\cdot$cm, and those of the second storey are 2 kg$\cdot$cm.

At the first stage, the damaged members are identified by utilizing the tactic proposed in Section 4.1. Then, the magnitude and the location of damage are detected by deploying the two mentioned algorithms. The results are illustrated in Table 1.

Figure 3 Planar eight member frame.
Table 1 The results of damage detection in planar eight-members frame

<table>
<thead>
<tr>
<th>Element</th>
<th>Cross-sectional areas</th>
<th>Moment of inertias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before damage</td>
<td>After damage</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>150</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>170</td>
</tr>
</tbody>
</table>

Table 2 The results of each iteration for damage detection of planar eight-members frame

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Element 2</th>
<th>Element 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cross-sectional area</td>
<td>Moment of inertia</td>
</tr>
<tr>
<td>1</td>
<td>198</td>
<td>1056.03</td>
</tr>
<tr>
<td>2</td>
<td>134.36</td>
<td>611.55</td>
</tr>
<tr>
<td>3</td>
<td>148.46</td>
<td>693.81</td>
</tr>
<tr>
<td>4</td>
<td>149.98</td>
<td>699.97</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>700</td>
</tr>
</tbody>
</table>

The results of each iteration in damage detection procedure are presented in Table 2.

It is obvious that both techniques correctly estimate the damaged members’ cross-sectional properties. Note that these strategies are able to converge to the exact solution because they utilize accurate approaches to invert the sum of the healthy structural stiffness matrix and the perturbation matrix.

Since only two members are identified as damaged ones, the rank of the perturbation matrix is less than the stiffness matrix. Consequently, Sherman–Morrison–Woodbury formula requires fewer arithmetic operations than LU decomposition. It is worth emphasizing that each algorithm’s consumed time is infinitesimal, because this frame is very small. As a result, the difference between the consumed time of these approaches is only a fraction of hundredth of a second. Therefore, the efficiency indexes are not mentioned.

5.2. Planar Nine-Members Frame

A planar nine-member frame with 18 DOFs is demonstrated in Fig. 4. Previously, other researchers have identified damage in this 2D frame (Saliani, 1999). The cross-sectional areas and the moments of inertia of this structure are 80 cm² and 7800 cm⁴, respectively. Moreover, Young’s modulus is $2 \times 10^6$ kg/cm².

The cross-sectional properties of members 3 and 4 deteriorate due to damage. To detect the magnitude and the location of damage, the load applied at horizontal and vertical DOFs is chosen to be $-100$ and $-150$ kg, respectively. In addition, the nodal moments are $2000$ kg·cm.
By employing the tactic proposed in Section 4.1, damaged members are identified. Then, these members’ cross-sectional areas and moments of inertia are calculated by deploying the two aforementioned techniques. The results are presented in Table 3.

The results of each iteration in damage detection procedure are presented in Table 4.

In this example, the cross-sectional properties are calculated correctly. As mentioned so far, both formulations use an accurate technique to invert the sum of two matrices. Note that the first tactic needs less computational efforts than the second one. Since the structure is relatively small, the consumed time of both

---

**Figure 4** Planar nine-member frame.

**Table 3** The results of damage detection in planar nine-members frame

<table>
<thead>
<tr>
<th>Element</th>
<th>Cross-sectional areas</th>
<th>Moment of inertias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before damage</td>
<td>After damage</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>65</td>
</tr>
</tbody>
</table>

**Table 4** The results of each iteration for damage detection of planar nine-members frame

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Element 3</th>
<th>Element 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cross-sectional area</td>
<td>Moment of inertia</td>
</tr>
<tr>
<td>1</td>
<td>79.20</td>
<td>7722</td>
</tr>
<tr>
<td>2</td>
<td>75.24</td>
<td>6505.63</td>
</tr>
<tr>
<td>3</td>
<td>75.02</td>
<td>6399.36</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
<td>6400.01</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>6400</td>
</tr>
</tbody>
</table>
algorithms is approximately equal. Consequently, the efficiency indexes are not mentioned.

5.3. Planar 15-Members Frame

A 2D frame, which has 3 storey and 27 DOFs is shown in Fig. 5. The members’ cross-sectional areas and moments of inertia are 50 cm$^2$ and 2000 cm$^4$, respectively. In addition, the longitudinal elasticity (Young) modulus is $2 \times 10^6$ kg/cm$^2$. It should be mentioned that other researchers have assessed damage in this frame (Saliani, 1999).

A damage scenario is presumed, and the proposed algorithms are deployed to detect the magnitude and location of damage. The cross-sectional properties of members 1, 8, and 13 are reduced due to damage. At first stage, undamaged members are identified. Then, the cross-sectional properties are calculated. To assess damage, the frame’s nodes are subjected to the horizontal loads with the value of 100 kg. In addition, nodal vertical loads and moments are $-120$ kg and $250$ kg cm, respectively. The results are listed in Table 5. It should be added that only the cross-sectional properties of the damaged members are listed in the next table.

The findings prove that both algorithms are able to calculate the cross-sectional properties correctly. This is because both schemes utilize accurate techniques to invert the sum of the stiffness matrix and the perturbation matrix.

To compare the efficiency of the proposed schemes, the efficiency index is utilized. It is worth emphasizing that the consumed time of these approaches are relatively very small. However, their differences are completely tangible. The efficiency indexes of the presented algorithms are 100 and 48.27, respectively. Consequently, the first technique is faster than the second one. As previously mentioned, Sherman–Morrison–Woodbury formula, which is used in the first approach, requires less computational efforts than LU decomposition to invert
matrices. It should be reminded that the lesser the rank of $\Delta K$ is, in comparison with $K$, the smaller amount arithmetic operations the first formulation needs.

### 5.4. 3D 13-Members Frame

A 3D frame with 13 members and 36 DOFs is illustrated in Fig. 6. All of its supports are fixed. It should be added that the entire members are specified. The nodes are numbered in clockwise direction, and the upper node of the first member is node 1. The cross-sectional areas of this structure are 40 cm$^2$, and the moments of inertia are 2000, 700, and 1500 cm$^4$. Furthermore, Young’s modulus and Poisson’s modulus are $2 \times 10^6$ kg/cm$^2$ and 0.29, respectively.

After the damage occurrence, it is assumed that the cross-sectional area of member 5 is reduced to 36 cm$^2$. Moreover, its moments of inertia decrease to 1620, 567, and 1215 cm$^4$, respectively. To assess damage in this structure, the load case presented in Table 6 is utilized. By deploying the proposed technique in Section 4.1,
the damaged member can be identified. The two suggested algorithms calculate the cross-sectional properties correctly.

By comparing the efficiency indexes of the presented methods, the capable strategy can be determined. According to the calculation, the efficiency indexes are 100 and 23.33, respectively. Once again, the first algorithm is faster than the second one.

5.5. 3D 29-Members Frame

A 3D frame with 29 member and 84 DOFs is demonstrated in Fig. 7. All of structural supports are fixed, and its nodes are numbered. The members’ cross-sectional areas are 50 cm², and the moments of inertia are 2500, 1000, and 1500 cm⁴, correspondingly. In addition, Young’s modulus and Poisson’s modulus are $2 \times 10^6$ kg/cm² and 0.29, respectively.

It is assumed that the cross-sectional properties of member 4 (its first node is node 4, and its second node is 10) and member 6 (its first node is node 6, and its second one is node 12) degrades due to damage. The cross-sectional area of the fourth member decreases to 35 cm² after the damage occurrence, and its moments of inertia decrease to 1800, 600, and 1100 cm⁴, respectively. Besides, after the occurrence of damage, the sixth member’s cross-sectional area and moments of inertia will become 40 cm² and 2000, 700, and 1300 cm⁴, correspondingly. It should be noted that the applied load pattern to detect the magnitude and location of damage is shown in Table 7.

By utilizing the aforementioned load pattern and investigating the nodal equilibrium equations, the damaged members can be detected. Afterward, the presented algorithms are employed to estimate the magnitude of damage. The findings demonstrate that both techniques calculate the cross-sectional properties of the damaged members correctly.

It should be added that the efficiency indexes of the proposed technique are 100 and 7.85. As a result, the first formulation is much faster and requires lesser arithmetic operations than the second tactic. Comparing this example with the previous ones, the difference between the suggested methods’ index is bigger, because the rank of $\Delta K$ is much smaller than the structural stiffness matrix.
Table 7 Load case applied to 3D 29-member frame

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Load in X direction (kg)</th>
<th>Load in Y direction (kg)</th>
<th>Load in Z direction (kg)</th>
<th>Moment in X direction (kg·cm)</th>
<th>Moment in Y direction (kg·cm)</th>
<th>Moment in Z direction (kg·cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>-1000</td>
<td>-3000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>-1000</td>
<td>-3000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>-1000</td>
<td>-3000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>-1000</td>
<td>-3000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>-1000</td>
<td>-3000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>-1000</td>
<td>-2000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>-1000</td>
<td>-2000</td>
<td>-2000</td>
<td>1000</td>
<td>-900</td>
<td>0</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this article, an algorithm for static damage detection of 3D and 2D frames was proposed. The presented formulations lead to a nonlinear constrained optimization problem, in which the differences between the analytical and measured
displacements are minimized. To formulate the problem, a new technique to parameterize the global stiffness matrix was presented. This approach employs the eigen decomposition of the local elemental stiffness matrix. In addition, it is necessary to compute the analytical displacements to establish the objective function. According to the solution procedure, the sum of healthy structural stiffness matrix and the perturbation matrix should be inverted. To achieve this goal, Sherman–Morrison–Woodbury formula is employed. Prior to the outset of the optimization process, the number of design variables, cross-sectional properties, is reduced by utilizing the new suggested tactic. This technique is based on the nodal equilibrium equations.

To find the robustness of the proposed algorithm, several numerical tests were performed. To demonstrate the efficiency of this approach, another method, which uses LU decomposition, instead of Sherman–Morrison–Woodbury formula, was employed for solving numerical samples. Based on the findings, it can be concluded that both approaches are able to detect the location and the magnitude of damage successfully. However, it is proven that the first technique is faster and needs fewer arithmetic operations than the second one.

It is worth mentioning that the accuracy of the presented algorithms is dependent on the applied load cases, and the consumed time of each method is related to the topology and geometry of the structure, the damage scenario, and the load pattern. Generally in small frames, although the first technique requires fewer arithmetic operations than the second one, the difference between their consumed time is a fraction of hundredth of a second. The smaller the damage zone is, in comparison with the structure, the lesser the rank of the perturbation matrix becomes. In this case, the first method requires much fewer computational efforts than the second one.
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APPENDIX A

Eigenvalues, Eigenvectors, and the Transformation Matrices of the 3D and 2D Frame Elements

The eigenvectors, eigenvalues, and the transformation matrix of the 2D frame element have the succeeding forms:

\[ \hat{\lambda} = \begin{bmatrix} \frac{2EI_x}{L^2} \\ \frac{2EI_y}{L^2} \\ \frac{2AE}{L} \end{bmatrix}, \quad \hat{\kappa} = \begin{bmatrix} 0 & 0 & \frac{1}{\sqrt{2}} \\ 0 & \frac{1}{\sqrt{10}} & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{10}} & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{10}} & 0 \end{bmatrix}, \]  
\[ (A.1) \]

\[ Q = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & L & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & L \end{bmatrix}. \]  
\[ (A.2) \]

In addition, the eigenvectors, nonzero eigenvalues, and the transformation matrix of the 3D frame element can be expressed as below:
APPENDIX B

New form of Equilibrium Equation of 2D Frame

The next equilibrium equation of the 2D frame was used in this study:

\[ \mathbf{K} \mathbf{D} = \mathbf{T}_a \mathbf{A} + \mathbf{T}_{bc} \mathbf{I}_z. \]  \hfill (B.1)

The matrices, which set up the last relation, are defined as below:

\[ \mathbf{T}_a = [L_1 \mathbf{K}_{a_{11}} L_1^T \mathbf{D} \cdots L_i \mathbf{K}_{a_{ii}} L_i^T \mathbf{D} \cdots L_{net} \mathbf{K}_{a_{n_{net}}} L_{net}^T \mathbf{D}]. \]  \hfill (B.2)

\[ \mathbf{T}_{bc} = [L_1 \mathbf{K}_{bc_{11}} L_1^T \mathbf{D} \cdots L_i \mathbf{K}_{bc_{ii}} L_i^T \mathbf{D} \cdots L_{net} \mathbf{K}_{bc_{n_{net}}} L_{net}^T \mathbf{D}]. \]  \hfill (B.3)
In addition, the subsequent vectors include the members’ cross-sectional properties:

\[
\mathbf{A} = \{A_1, A_2, \ldots, A_{ne}\}, \quad (B.4)
\]

\[
\mathbf{I}_c = \{I_{c_1}, I_{c_2}, \ldots, I_{c_{nd}}\}^T. \quad (B.5)
\]

**APPENDIX C**

**Sherman–Morrison–Woodbury Formulas**

The presented formulas in this section are utilized to calculate the inversion of a sum of two matrices. It is worth mentioning that these formulas invert a sum of two matrices accurately. They are named Sherman–Morrison–Woodbury formulas. In this article, Eq. (C.5) was utilized.

\[
(A - UV)^{-1} = A^{-1} + A^{-1}U(I - VA^{-1}U)^{-1}VA^{-1}. \quad (C.1)
\]

In this relation, the \(U\) matrix has \(n \times m\) entries. Furthermore, the \(V\) matrix is an \(m \times n\) matrix. The \(I\) matrix is an \(m \times m\) identity matrix, and the \(A\) matrix has \(n \times n\) entries. The correctness of the last equality can be proven as below:

\[
(A - UV) \left[ A^{-1} + A^{-1}U(I - VA^{-1}U)^{-1}VA^{-1} \right] \\
= I - UVA^{-1} + (U - UVA^{-1}U)(I - VA^{-1}U)^{-1}VA^{-1} \\
= I - UVA^{-1} + U(I - VA^{-1}U)(I - VA^{-1}U)^{-1}VA^{-1} = I. \quad (C.2)
\]

If the \(U\) matrix is a column vector and the \(V\) matrix is a row vector, the last equation will have the succeeding shape:

\[
(A - UV)^{-1} = A^{-1} + \frac{U}{(1 - VA^{-1}U)}VA^{-1}, \quad \alpha = \frac{1}{(1 - VA^{-1}U)}. \quad (C.3)
\]

The subsequent relations show the correctness of Eq. (C.3):

\[
(A - UV) \left[ A^{-1} + \frac{A^{-1}UVA^{-1}}{(1 - VA^{-1}U)} \right] = I - UVA^{-1} + \frac{UVA^{-1} - UVA^{-1}UVA^{-1}}{(1 - VA^{-1}U)} \\
= I - UVA^{-1} + \frac{U(I - VA^{-1}U)VA^{-1}}{(1 - VA^{-1}U)} = I. \quad (C.4)
\]

Generalizing Eq. (C.1) leads to the coming result:

\[
(A + UH^{-1}V)^{-1} = A^{-1} - A^{-1}U(H + VA^{-1}U)^{-1}VA^{-1}. \quad (C.5)
\]

In this formula, the \(U\) matrix has \(n \times m\) entries, and the \(V\) matrix has \(m\) rows and \(n\) columns. Moreover, \(H\) is an \(m \times m\) diagonal matrix. The correctness of the last equality can be proven by utilizing the subsequent relations:

\[
(A + UH^{-1}V)(A^{-1} - A^{-1}U(H + VA^{-1}U)^{-1}VA^{-1}) = I.
\]
\[ I + U H^{-1} V A^{-1} - U (H + V A^{-1} U)^{-1} V A^{-1} \\
- U H^{-1} V A^{-1} U (H + V A^{-1} U)^{-1} V A^{-1} \\
= I + U H^{-1} V A^{-1} - (U + U H^{-1} V A^{-1} U) (H + V A^{-1} U)^{-1} V A^{-1} \\
= I + U H^{-1} V A^{-1} - U H^{-1} (H + V A^{-1} U) (H + V A^{-1} U)^{-1} V A^{-1} \\
= I + U H^{-1} V A^{-1} - U H^{-1} V A^{-1} = I. \]  

(C.6)

As it was mentioned so far, Eq. (C.5) was utilized in this article.

APPENDIX D

The Steps of the Solution Procedure

1. Assuming that the geometry and topology of the structure are known, and the cross-sectional properties are calculated by employing the damage detection algorithms.
2. A simple load case is selected.
3. By utilizing the tactic presented in the second section, damaged elements of the structures are identified; therefore, the number of unknown parameters is reduced.
4. At this stage, the optimization procedure begins. It should be added that FORTRAN program was written by the authors to do the process.
5. The cross-sectional properties of the members are estimated.