Data Accuracy: What does it mean to LOD?
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Abstract - Linked Open Data provides a distributed model for the semantic web to create knowledge by publishing public available data and meaningfully interlinking dispersed data sources. It is undeniable that the realization of this goal depends strongly on the quality of the published data. Since, data quality is a multi-dimensional concept which is defined by a number of quality factors, in order to study data quality in depth; it is necessary to study each quality factor separately as well as the properties of its environment. The main objective of this work is to propose a set of metrics that enable the assessment of the accuracy of data sets from both semantic and syntactic accuracy viewpoints.
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I. INTRODUCTION

Linked Open Data (LOD) allows for any data provider to publish its publicly available data and meaningfully link them with other information sources over the Web. The main goal of the LOD initiative is to create knowledge by interlinking dispersed data. It is undeniable that realization of this goal depends strongly on the quality of the published data.

In recent years, researchers have already made several proposals to evaluate data quality using different assessment methods such as user experience; expert judgment, sampling, parsing, continuous assessment and cleansing techniques[1, 2], but those cannot be applied directly to the Web of Data. Although data quality is an important issue for the successful organic growth of LOD, there are only a very limited number of research initiatives that focus on data quality specifically for LOD. Based on our practical experience in publishing linked data[3] we have observed that many of the published datasets suffer from quality issues such as syntax errors, redundant instances, and incorrect/uncompleted attribute values. We believe that the assessment of data quality before publishing to the LOD cloud can help publishers filter out low-quality data based on the quality assessment results. So, data owners/providers can evaluate their data before publishing as linked data as well as data consumers can make better and more informed decisions when deciding which data to use. The high number of quality factors and their inter-relationship makes quality evaluation to be a complex problem and it is difficult to consider all quality factors at once. In order to study data quality in depth, it is necessary to study each quality factor separately as well as the properties of the environment that affect it. Since, most of the quality problems of dataset, studied in our experiment [3]were caused by the inaccuracy of their sources; this work focuses on the data accuracy before they are published.

The rest of this paper is organized as follows: first, data quality research in the area of LOD is reviewed in Section 2. Then, Section 3 defines data accuracy and discusses quality sub-factors that characterize our notion of data accuracy in the context of LOD. The process of metrics definition is presented in Section 4. The results of our experiments and some discussions are then provided in Sections 5. Finally, the paper is concluded by presenting future works in Section 6.

II. RELATED WORKS

Despite its importance, data quality has not yet received a lot of attention by the researchers in the area of LOD. In [4] a framework is proposed to assess the information quality of Web data sources based on the provenance information. Also, Bizer describes a framework, called WIQA, to filter poor information in Web-based information systems according to user defined quality requirements [5]. Other approaches have used Semantic Web technologies to identify and correct data quality issues [6, 7].

Pedantic Web Group classifies quality problems of the published linked datasets and discusses common errors in RDF publishing, their consequences for applications, along with possible publisher-oriented approaches to improve the quality of machine-readable and open data on the Web[8]. In other work, Furber proposes an approach to evaluate the quality of datasets using SPARQL queries to identify some quality problems of already available datasets e.g. Geonames [9].
Generally, all of these related works focus on data quality problems in the published datasets and neither of them concentrate on a special quality dimension, nor propose a method for systematically evaluating data quality. In this paper, we focus on the assessment of data accuracy in the context of LOD by proposing a set of metrics for both aspects of semantic and syntactic accuracy.

III. OUR NOTION OF DATA ACCURACY

To evaluate the quality of any dataset, it is imperative to define the quality dimensions based on the domain of use. Here, by touching upon the definitions of data accuracy in the literature, we define data accuracy in the context of LOD by proposing two quality sub-factors, namely semantic accuracy and syntactic accuracy.

Most data quality research includes accuracy as a key dimension of data quality for different domains. In the past, accuracy was known as “data quality”. For that reason, several accuracy definitions include other quality aspects such as completeness or freshness, i.e. incomplete and expired data have been considered inaccurate [10, 11]. For example, ISO-25012 defines accuracy as correctly representation of a concept or event in a specific context of use[12]. In [13] it is characterized as the percentage of objects without data errors such as misspellings and out-of-range values, while in [14], accuracy is described as the degree of agreement between a collection of data values and a source agreed to be correct. All of the definitions are concerning different concepts and metrics, which are mainly due to the different objectives of the systems that they are used. For Better understanding of accuracy in the context of LOD and covering related quality metrics, we define accuracy from two perspectives of semantic accuracy and syntactic accuracy based on the classification presented in our previous work [15].

A. Semantic Accuracy

Semantic accuracy mainly relates to the correctness of a data values in comparison to the actual real world values. In [10], this aspect of accuracy is described as “semantic correctness factor” and concerns the degree of correctness and validity of the data in comparison to the real world or with the reference data agreed to be correct. In [14], semantic accuracy is defined as the closeness of the data values to a set of values defined in a domain considered semantically correct. In the context of LOD, it means that every entity described in a dataset should represent a real world situation. Therefore, resources referencing a wrong real world correspondent and entities with erroneous attribute values are examples of quality deficiencies related to this sub-factor.

B. Syntactic Accuracy

Syntactic accuracy commonly expresses the degree to which a set of data is free of syntactic errors such as misspellings. According to [10], data is syntactically correct, if it satisfies syntactic rules and constraints imposed by users. In the context of LOD, there are some tools for checking syntax validity of RDF documents, each with its own error-checking functionalities. Some that are available online accept an RDF/XML document as input and check if the document is syntactically valid, such as W3C Markup1, W3C RDF/XML. Other kind of online validators check the dereferencability of a given URI and determine whether the given URI is an information resource or a non-information resource, such as URIDebugger and Vapour2; and some are command line tools designed for larger jobs, such as Eyeball3 and VRP6.

In this paper, we define syntactic accuracy as the validity of RDF documents and will propose a set of automated metrics to measure aspects of a given dataset that cannot be checked by the mentioned syntax validators.

IV. ACCURACY ASSESSMENT METRICS

In order to make accuracy quantifiable, we define a set of metrics to measure both aspects of accuracy. Our approach for data accuracy assessment involves the measurement of quality aspects which cannot be assessed either by available validators, or by experts. The employed approach for metric definition is Goal-Question-Metric (GQM) [16]. In GQM, the goals are gradually refined into several questions and each question is then refined into metrics. Also, one metric can be used to answer multiple questions. Although the GQM was initially proposed in the software engineering field, it has since been widely applied in a variety of other domains as well [17].

We define the primary goal of our metrics as "the assessment of the accuracy of a dataset from the users’ point of view in the context of LOD". As mentioned, we consider two sub-characteristics for the accuracy. Therefore, the main goal is decomposed into two sub-goals corresponding to semantic accuracy and syntactic accuracy. Based on this classification, we address these sub-goals by developing appropriate questions, which in turn substantiate the definition of related metrics. A data quality metric is a procedure for measuring an information quality characteristic [5]. Considering the fact that only few studies have been conducted which define quality metrics for LOD [2, 18-20], we undertake an exploratory analysis of the previous and current researches on data accuracy in the database community [2, 10, 11, 21].

A. Semantic Accuracy Metrics

Semantic Accuracy relates to the correctness of a data value in comparison to its actual real world value. ISO 25012 defines semantic accuracy as the ‘closeness of the data values to a set of values defined in a domain considered semantically correct’[12]; while [10] and [13] characterize semantic accuracy as the percentage of objects without data errors such as misspellings, out-of-range values, etc. In our

1. http://validator.w3.org
2. http://www.w3.org/RDF/Validator
study, semantic accuracy focuses on the correctness of data presented in a dataset. To assess semantic accuracy, we need to illustrate that all of the attributes used to describe the entities contain correct values. Therefore, two main questions are developed in the context of GQM: 1) Is all the required information for each entity present? 2) Are the entities described with the appropriate/correct values? In the following, we propose six metrics to answer these questions.

- **Missing Properties Values (Miss_Prp_Vlu)**
  Miss_Prp_Vlu measures the ratio of the properties defined in the schema, but not presented in a given dataset. It is calculated as:
  \[
  Miss_{Prp}Vlu = 1 - \frac{No.of\ defined\ properties, but\ not\ presented}{No.of\ classes \times No.of\ properties} \tag{1}
  \]
  By this metric, we measure the presence of required properties for the instances according to defined properties in the schema. We assume that all of the properties defined for a class, should be presented for all of the instances of that class. Although in specific cases, some of the defined properties for a class may not be applicable for all instances, we assume that if a property is not used for an instance, we consider it as missing property.

- **Average Missing Properties Values (Avg_MPV)**
  Avg_MPV measures the average missing properties per instance. It is calculated as:
  \[
  Avg_{MPV} = 1 - \frac{\sum\ of\ the\ ratio\ of\ the\ missing\ properties\ per\ instance}{No.\ of\ instances} \tag{2}
  \]
  This metric measures the presence of all properties for each instance, based on the defined properties for corresponding class in the schema. It is similar to the first metric, but Avg_MPV measures the ratio of missing properties per instance, while in Miss_Prp_Vlu, we measure the ratio of missing properties in the dataset.

- **Misspelled Property Values (Msspl_Prpr_Vlu)**
  Msspl_Prpr_Vlu measures the ratio of the properties of a dataset which contain misspelled values. It is computed as:
  \[
  Msspl_{Prp}Vlu = 1 - \frac{No.\ of\ triples\ which\ contain\ misspelled\ properties}{No.\ of\ triples} \tag{3}
  \]
  This metric is defined to measure the misspelling errors of the values of data type properties. To this end, we have used Lucene spell checker for this purpose.

- **Misspelled classes (Msspl_Cls)**
  Msspl_Cls measures the ratio of the classes defined in the schema having misspelling errors in their names. It is computed as:
  \[
  Msspl\_Cls = 1 - \frac{No.\ of\ classes\ with\ misspelled\ names}{No.\ of\ classes\ defined\ in\ the\ schema} \tag{4}
  \]
  This metric is defined to measure the misspelling errors in the classes’ names. As mentioned in 4.1.3, we have used Lucene spell checker for this purpose.

- **Misspelled properties (Msspl_Prp)**
  Msspl_Prp measures the ratio of the properties defined in the schema having misspelling errors in their names as:
  \[
  Msspl_{Prp} = 1 - \frac{No.\ of\ properties\ with\ misspelled\ names}{No.\ of\ properties\ defined\ in\ the\ schema} \tag{5}
  \]
  This metric is defined to measure the misspelling errors in the names of properties.

- **Out of range properties (Out_Prpr_Vlu)**
  Out_Prpr_Vlu measures the ratio of the triples of dataset that contain properties with out of range values. It is calculated as:
  \[
  Out_{Prp}Vlu = 1 - \frac{No.\ of\ triples\ containing\ out\ of\ range\ properties\ values}{No.\ of\ triples} \tag{6}
  \]
  Based on this definition, Out_Prpr_Vlu measures the ratio of triples containing out of range properties, both data type properties and object properties.

**B. Syntactic Accuracy Metrics**

ISO 25012 defines syntactic accuracy as the closeness of the data values to a set of values defined in a domain considered syntactically correct[12]. In another definition, [10] states that data is argued to be syntactically correct, if it satisfies syntactic rules and constraints imposed by the users. Furthermore, syntactic accuracy can additionally be defined as the structural validity of a dataset, such as compliance with RDF/XML standard. In this study, we focus on the syntactic accuracy of entities as well as the appropriateness of the properties which are used for describing the entities. To this end, the following questions are developed in the framework of GQM: 1) Have the resources been described with appropriate properties? 2) Are there formal definitions in the schema for all of the classes and properties used in the dataset? 3) What is the degree of inconsistency in terms of using classes, properties and data types in the dataset? To answer these questions, a set of metrics are proposed as follows.

- **Improper Data Types (Imp_DT)**
  Imp_DT measures the ratio of the triples of a dataset that contain data type properties with inappropriate data types as:
  \[
  Imp_{DT} = 1 - \frac{No.\ of\ triples\ containing\ inappropriate\ data\ type}{No.\ of\ triples} \tag{7}
  \]
  This metric concerns the incorrect usage of data types, which is a relatively common error in the Web of Data. In RDF, a subset of well-defined XML data types is used to provide structure and semantics to literal values. For example, date values can be specified using the xsd:date data type, which provides a lexical syntax for date strings and a mapping from date strings to date values interpretable by an application [8].
• **Undefined Classes (Und_Cls)**

*Und_Cls* measures the ratio of the triples of a given dataset that have used classes without any formal definition as:

\[
Und_Cls = 1 - \frac{\text{No. of triples using undefined classes}}{\text{No. of triples}}
\]

(8)

It is defined to detect the classes used in a dataset, but not defined in the schema. In some published datasets, properties and classes are used without any formal definition. The use of ad-hoc undefined classes and properties makes automatic integration of data less effective and foregoes the possibility of making inferences through reasoning [8].

• **Undefined properties (Und_Prp)**

*Und_Prp* measures the ratio of the triples of a given dataset that have used properties without any formal definition, calculated as:

\[
Und_Prp = 1 - \frac{\text{No. of triples using undefined properties}}{\text{No. of triples}}
\]

(9)

This metric is defined to detect the properties used, but not defined in the schema. Thus, all of the properties which are not user-defined are considered as undefined properties.

• **Membership of disjoint classes (Dsj_Cls)**

*Dsj_Cls* measures the ratio of the instances of a dataset being members of disjoint classes. It is calculated as:

\[
Dsj_Cls = 1 - \frac{\text{No. of instances being members of disjoint classes}}{\text{No. of instances}}
\]

(10)

Based on this formula, it is understood that *Dsj_Cls* is related to the members of disjoint classes either asserted directly by the publisher, or inferred through reasoning. For example, the instances of classes which were defined as complements of each other (using owl:complementOf), or the instances of foaf:Person and foaf:Document classes in FOAF, which are defined as being disjoint.

• **Usage of disjoint properties (Dsj_Prp)**

*Dsj_Prp* measures the ratio of the instances of a dataset that have used disjoint properties. It is calculated as:

\[
Dsj_Prp = 1 - \frac{\text{No. of instances using disjoint properties}}{\text{No. of instances}}
\]

(11)

The example of *Dsj_Prp* is similar to *Dsj_Cls*, where an instance used two properties which are defined as being disjoint in the schema.

• **Functional properties with inconsistent values (FP)**

*FP* measures the ratio of triples with functional properties which contain inconsistent values. It is calculated as:

\[
FP = 1 - \frac{\text{No. of triples with inconsistent values for functional properties}}{\text{No. of triples}}
\]

(12)

According to this definition, *FP* counts the triples in which their predicates are a specific functional property with the same subjects, but different objects.

• **Invalid usage of inverse-functional properties (IFP)**

*IFP* measures the ratio of triples that contain invalid usage of inverse-functional properties. Aside from URIs, resources are identified by the values of properties which uniquely identify them, named “inverse-functional property”. *IFP* metric is calculated as:

\[
IFP = 1 - \frac{\text{No. of triples with inconsistent values for functional properties}}{\text{No. of triples}}
\]

(13)

The definition of IFP is similar to FP, where IFP counts the triples in which their predicates are the same inverse functional property with the same objects, but different subjects. If two resources share a common value for one of these properties, reasoning will view these resources as equivalent (referring to the same resource). An example of this issue is presented in [8], where the FOAF ontology has defined foaf:mbox for email addresses to identify people, but there are a lot of void values for this property; and as a result all of these people are interpreted as equivalent and represent the same real-world person. The issue can easily be avoided by validating user input and also, it can automatically be resolved by checking the validity of inverse-functional values.

• **Misusage of Properties (Msusg_Prp)**

*Msusg_Prp* measures the ratio of triples which have used data type properties instead of object properties or vice versa.

\[
Msusg_Prp = 1 - \frac{\text{No. of triples using IT prop instead of object prop or vice versa}}{\text{No. of triples}}
\]

(14)

A data-type property describes properties, which relate some resource to a literal value, while an object property describes properties, which relate one resource to another. In some cases of published datasets, data-type properties are used between two resources or conversely, the object properties are used with literal values. This metric is defined to measure these issues.

• **Misplaced Classes and Properties (Misplc_Cls_Prp)**

*Misplc_Cls_Prp* is defined to measure the ratio of triples with misplaced classes or properties.

\[
Misplc_Cls_Prp = 1 - \frac{\text{No. of triples with misplaced classes or properties}}{\text{No. of triples}}
\]

(15)

This metric is related to the usage of classes as properties, or conversely the usage of properties as a class. According to the examples presented in [8], rdfs:range is a core RDFS property, but is sometimes defined in a document as a class. In this section, fifteen metrics have been defined to assess the accuracy of a given dataset from two viewpoints: semantic and syntactic viewpoints. In the next section, these metrics are used in practice and the results of our observations are discussed.
V. EXPERIMENTS

To show the applicability of the proposed metrics and observe their behaviors over different datasets, it is necessary to place them under empirical evaluation. Here, we report the results of our observations with regards to the calculation of the proposed metrics for several real-world datasets. We have selected four datasets from across a variety of LOD domains. We also made sure that these datasets were of different sizes as shown in Table 1. In order to put the proposed metrics into practice, we have implemented a tool that is able to automatically compute the values of the metrics for any given input dataset. The code is implemented in the Java programming language (JDK 7 Update 25 x64) using Jena 2.6.3 semantic web library and is publicly accessible [23].

Table 1. The details of the datasets used in the experiment

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of triples</th>
<th>Number of instances</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geonames</td>
<td>6,590</td>
<td>699</td>
<td>Geography</td>
</tr>
<tr>
<td>IMDB</td>
<td>866</td>
<td>291</td>
<td>Movie</td>
</tr>
<tr>
<td>Anatomy</td>
<td>6,449</td>
<td>644</td>
<td>Anatomy</td>
</tr>
<tr>
<td>Citeseer</td>
<td>948,770</td>
<td>173963</td>
<td>Publication</td>
</tr>
</tbody>
</table>

Table 2 presents all of the collected values of the metrics for each of the datasets.

Table 2. Observations for Metrics

<table>
<thead>
<tr>
<th>No</th>
<th>Metrics</th>
<th>Geonames</th>
<th>IMDB</th>
<th>Anatomy</th>
<th>Citeseer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Miss_Prp_Vlu</td>
<td>0.28</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>2</td>
<td>Avg_MP</td>
<td>0.29</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>Msspl_Prp_Vlu</td>
<td>0.40</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>Msspl_Cls</td>
<td>0.76</td>
<td>0.79</td>
<td>0.42</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>Msspl_Prp</td>
<td>0.57</td>
<td>0.86</td>
<td>0.00</td>
<td>0.27</td>
</tr>
<tr>
<td>6</td>
<td>Out_Prp_Vlu</td>
<td>0.21</td>
<td>1.00</td>
<td>1.00</td>
<td>0.73</td>
</tr>
<tr>
<td>7</td>
<td>Im_DT</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>Und_Cls</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>Und_Prp</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.54</td>
</tr>
<tr>
<td>10</td>
<td>Dsj_Cls</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>11</td>
<td>Dsj_Prp</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>12</td>
<td>FP</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>13</td>
<td>IFP</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>14</td>
<td>Mspil_cla_Prp</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>15</td>
<td>Msusg_Prp</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The values of fifteen metrics are reported in Table 2. The first six metrics are related to semantic accuracy and highlighted with *bold*, while the last nine rows of the table refer to semantic accuracy metrics. According to the metric definitions presented in Section 4, all of the metrics are defined as the ratio of the desired outcomes to total outcomes. This adheres to the convention where value ‘1’ for a given metric represents the highest quality in terms of a quality deficiency and value ‘0’ denotes poorest quality regarding the same deficiency. In our study, a preferred way for computation of metrics values is to calculate the ratio of the quality deficiencies and then subtract the result from ‘1’. In this way, all of the values of quality-driven metric are in the range of [0, 1], where the value ‘1’ for a specific metric means that there is no quality deficiency measured by that metric. For example, the first metric is Miss_Prp_Vlu which is defined in order to measure the ratio of the properties defined in the schema, but not present in the dataset. As shown in the first row of Table 2, the value of this metric for the first dataset (Geonames) is 0.28. As ‘1’ represents the most desirable value for this metric, it means that 28% of the properties are presented for the instances and 72% are missing. Similarly for the sixth metric, it is reported that only 21% of triples used in the Geonames ontology, are not out of range, but the value of this metric in the second column shows that none of the properties values of IMDB are out-of-range. The other values of these metrics can be interpreted similarly. For better representation of metrics behavior of the metrics over experimented datasets, a radar chart is depicted in Figure 1.

As shown in the Figure, four experimented datasets are in different levels of semantic accuracy, while they are similar in terms of syntactic accuracy. In light of the values of syntactic accuracy metrics (rows 7-15 of Table 2), it is obvious that most of them have the value ‘1’ for all experimented datasets. For example, FP (Metric 12) is measured by the ratio of triples which contain functional properties with inconsistent values. The metric value ‘1’ in
our observations indicates that there is no functional property with inconsistent values in any of the datasets. Similarly, the value ‘1’ for all of syntax accuracy metrics indicates that there is no problem in all datasets in terms of syntax errors. One possible explanation can be that in most cases, datasets are built using tool support, which ensures that the datasets are syntactically correct.

According to the reported metric values, it is clear that selected datasets are not in the same level of quality in terms of fifteen metrics. In addition, the trends of metrics values show the appropriate behavior of the proposed metrics.

VI. CONCLUSION AND FUTURE WORKS

The main objective of this work is to propose a set of metrics for the assessment of the accuracy of datasets from two viewpoints of semantic and syntactic accuracy. Thus, by characterizing data accuracy in the context of LOD, a set of fifteen metrics are proposed. Finally, by putting the metrics under empirical validation, the results of our observation are discussed.

In the future work, we are going to find relations between the metrics values and perceived quality by collecting the opinions of the experts in LOD domain. If the proposed metrics are shown to have meaningful correlation with the quality, then we are able to predict the quality of any dataset once it is integrated into the LOD. The results will also help publishers to filter out low-quality data, which in turn enables data consumers to make better and more informed decisions when using the shared datasets.
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