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In this paper, based on the generalized Taylor expansion and using the iteration matrix \(G\) of the iterative methods, we introduce a new method for computing a series solution of the linear systems. This method can be used to accelerate the convergence of the basic iterative methods. In addition, we show that, by applying the new method to a divergent iterative scheme, it is possible to construct a convergent series solution and to find the convergence intervals of control parameter for special cases. Numerical experiments are given to show the efficiency of the new method.
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**1. Introduction**

Consider the linear system of equations,

\[
Au = d,
\]

where \(A \in \mathbb{R}^{n \times n}\) is given, \(d \in \mathbb{R}^n\) is known, and \(u \in \mathbb{R}^n\) is unknown. One class of iterative methods is based on a splitting \((M, N)\) of the matrix \(A\), i.e.,

\[
A = M - N,
\]

where \(M\) is taken to be invertible and cheap to invert, meaning that a linear system with matrix coefficient \(M\) is much more economical to solve than (1.1). Based on (1.2), (1.1) can be written in the fixed-point form

\[
u = Gu + c, \quad G = M^{-1}N, \quad c = M^{-1}d;
\]

which yields the following iterative scheme for the solution of (1.1):

\[
u^{(k+1)} = Gu^{(k)} + c, k = 0, 1, 2, \ldots, \quad u^{(0)} \in \mathbb{R}^n\text{ is arbitrary.}
\]

There have been many studies about the convergence of the splitting iteration method (1.4), or in other words, the matrix splitting (1.2), when the coefficient matrix \(A\) and the iteration matrix \(G\) have particular properties (see, e.g. [1,3,4,13–15]). Also, for improving the rate of the convergence, many authors introduced the preconditioned methods, see [5,7,11,12,16,17]. A sufficient and necessary condition for (1.4) to converge to the solution of (1.1), is that \(\rho(G) < 1\), where \(\rho(G)\) denotes the spectral radius of the iteration matrix \(G\). In this paper based on the generalized Taylor expansion and using
the iteration matrix $G$ of the iterative method, we introduce a new method for computing a series solution of the linear system (1.1). We show that, this method can be used to accelerate the convergence of the convergent basic iterative methods. In addition, we prove that, under certain assumptions, this method can be applied to a divergent iterative scheme and to construct a convergent series solution.

This paper is organized as follows. In Section 2, by using generalized Taylor expansion we introduce the new method. In Section 3, we derive the conditions for improving the rate of convergence of the basic iterative methods. In Section 4, we apply the new method to the divergent iterative methods to construct a convergent series solution. We derive the convergence intervals and obtain the optimal value for the control parameter. In Section 5, some numerical examples are presented to show the efficiency of the method. Finally, we make some concluding remarks in Section 6.

2. New method based on generalized Taylor expansion

In the book [8], Liao introduces the generalized Taylor expansion to the nonlinear equation as follow,

$$f(t) = \lim_{m \to \infty} \sum_{l=0}^{m} \frac{f^{(l)}(t_0)}{l!} (t - t_0)^l,$$

(2.1)

where $\lim_{m \to \infty} \mu^0_l(h) = 1$, for $l > 1$. He controlled the convergence region of the generalized Taylor expansion (2.1) by the auxiliary parameter $h \neq 0$. As [9], we call it the convergence control parameter.

In [9], through detailed analysis of some examples, Liu showed that the generalized Taylor series is only the usual Taylor expansion at point $t_0$. Here, by using this idea, we consider the Taylor expansion of $f(t) = \frac{1}{\Gamma_1}$ at point $t_0$

$$f(t) = \frac{1}{1 - t_0} \left[ 1 + \frac{t - t_0}{1 - t_0} + \left( \frac{t - t_0}{1 - t_0} \right)^2 + \cdots \right],$$

with the convergence region $|t - t_0| < |1 - t_0|$. If we take $t_0 = \alpha(1 + \frac{1}{a})$, where $\alpha = a + ib$, so the above expression becomes

$$f(t) = \frac{h}{h - \alpha(h + 1)} \left[ 1 + \left( \frac{ht - \alpha(h + 1)}{h - \alpha(h + 1)} \right) + \left( \frac{ht - \alpha(h + 1)}{h - \alpha(h + 1)} \right)^2 + \cdots \right].$$

(2.2)

By assuming $\lambda_i \neq 1$, for $i = 1, 2, \ldots, n$, where $\lambda_i$ is the eigenvalue of matrix $G$, and $\mu\left(\frac{h\alpha - \alpha(h + 1)}{h - \alpha(h + 1)}\right) < 1$, if we apply (2.2) to the equation $f(G) = (I - G)^{-1}$, then one may obtain the following equation

$$f(G) = \frac{h}{h - \alpha(h + 1)} \left[ 1 + \frac{hG - \alpha(h + 1)}{h - \alpha(h + 1)} + \left( \frac{hG - \alpha(h + 1)}{h - \alpha(h + 1)} \right)^2 + \cdots \right].$$

(2.3)

Taking

$$G_{x,h} = \frac{hG - \alpha(h + 1)}{h - \alpha(h + 1)},$$

(2.4)

yields

$$f(G) = \frac{h}{h - \alpha(h + 1)} \left[ 1 + G_{x,h} + G_{x,h}^2 + \cdots + G_{x,h}^l + \cdots \right].$$

(2.5)

Let $u_0$ be an initial approximation to the exact solution $u$ of the original system (1.1) and define the vectors

$$u_1 = -\frac{h}{h - \alpha(h + 1)} (I - G)u_0 - c,$$

$$u_i = G_{x,h}u_{i-1}, \quad i = 2, 3, \ldots,$$

(2.6)

and

$$v = \sum_{i=0}^{\infty} u_i = u_0 + \sum_{i=1}^{\infty} G_{x,h}^{-1}u_1$$

(2.7)

It is obvious that if $\rho(G_{x,h}) < 1$, then the series $\sum_{i=1}^{\infty} G_{x,h}^{-1}u_1$ converges and we have

$$v = u_0 + (I - G_{x,h})^{-1}u_1 = u_0 + \left( \frac{h}{h - \alpha(h + 1)} \right)^{-1} (I - G)^{-1}u_1 = (I - G)^{-1}c,$$

which is the exact solution of (1.3). So, when $\rho(G_{x,h}) < 1$ and $\lambda_i \neq 1$, for $i = 1, 2, \ldots, n$, a series of vectors can be computed by (2.6) and the convergence series (2.7) provides the following approximations to the exact solution of (1.1):

$$v_l = \sum_{i=0}^{l} u_i, \quad l = 1, 2, \ldots.$$

(2.8)

In this paper, our aim is to choose the convergence control parameter $h \neq 0$ and appropriate $a + ib = \alpha \in \mathbb{C}$, so that $\rho(G_{x,h}) < 1$. 
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3. Convergent iterative methods

Here we suppose that the iterative method (1.4) converges to the exact solution of (1.1). For improving the rate of convergence of iterative methods, we try to find suitable parameters $h$ and $\alpha$ such that $\rho(G_{x,h}) < \rho(G)$. We suppose that $|\alpha| = 1$ and $\lambda_i = Re(\lambda_i) + iIm(\lambda_i)$ and $\mu_i, i = 1, 2, \ldots, n$ be the eigenvalues of $G$ and $G_{x,h}$, respectively. In order to investigate the spectrum radius of $G_{x,h}$, we define the function $g_i(h)$ as follows:

$$g_i(h) = |h - \alpha(1 + h)|^2 (|\mu_i|^2 - \rho(G)^2) = \alpha h^2 + (\beta_i + \delta_i - \alpha)h + (1 - \rho(G)^2),$$

where

$$\alpha = (a - Re(\lambda_i))^2 + (b - Im(\lambda_i))^2,$$

$$\beta_i = 2(1 - aRe(\lambda_i) - bIm(\lambda_i)),$$

$$\delta_i = \alpha - 2\delta_i = \delta_i > 0.$$ (3.1)

We observe that, for fixed $\alpha$, the relation $\rho(G_{x,h}) < \rho(G)$ satisfies if $g_i(h) < 0$, for $i = 1, 2, \ldots, n$. For having these relations, we present the following theorems.

**Theorem 3.1.** Suppose that $\rho(G) < 1$, and $\lambda_i = Re(\lambda_i) + iIm(\lambda_i)$ and $\mu_i, i = 1, 2, \ldots, n$ be the eigenvalues of $G$ and $G_{x,h}$, respectively. If $\delta_i \neq 0$ and $\beta_i - \alpha_i + \delta_i \neq 0, i = 1, 2, \ldots, n$, then $g_i(h)$ has simple real roots $\gamma_i^{(0)} < \gamma_i^{(0)}$ with $\gamma_i^{(0)} < 0$.

**Proof.** We begin by defining four index sets

$$N_1 = \{i | |\lambda_i| = \rho(G) \text{ and } \delta_i > 0\},$$

$$N_2 = \{i | |\lambda_i| = \rho(G) \text{ and } \delta_i < 0\},$$

$$N_3 = \{i | |\lambda_i| \neq \rho(G) \text{ and } \delta_i > 0\},$$

$$N_4 = \{i | |\lambda_i| \neq \rho(G) \text{ and } \delta_i < 0\}.$$ (3.2)

It is easy to see that, if $i \in N_2 \cup N_4$ then

$$g_i(-1) < 0 \text{ and } g_i(0) > 0.$$ (3.3)

Thus, $g_i$ has a real root between $-1$ and $0$.

For $i \in N_3$, since $\delta_i > 0$, we have

$$\text{sign } g_i(-\infty) = 1.$$ (3.4)

So, for $i \in N_3, g_i(h)$ has real simple roots

$$\gamma_i^{(0)} < -1 < \gamma_i^{(0)} < 0,$$

and for all $h \in [\gamma_i^{(0)}, \gamma_i^{(0)}]$, we have $g_i(h) \leq 0$.

For $i \in N_4$, since $\delta_i < 0$, we have

$$\text{sign } g_i(\infty) = -1.$$ (3.5)

So, for $i \in N_4, g_i(h)$ has real simple roots

$$-1 < \gamma_i^{(0)} < 0 < \gamma_i^{(0)}$$

and for all $h \in (-\infty, \gamma_i^{(0)}) \cup [\gamma_i^{(0)}, \infty)$, we have $g_i(h) \leq 0$.

For $i \in N_1 \cup N_2$, we have $\lambda_i - \beta_i = \rho(G)^2 - 1$, so

$$g_i(-1) = 0, \quad g_i\left(\frac{\lambda_i - \beta_i}{\delta_i}\right) = 0,$$ (3.6)

and $\lambda_i - \beta_i < 0$. So, for $i \in N_1$, the assumption $\delta_i > 0$ implies that $g_i$ has two real simple roots

$$\gamma_i^{(0)} < \gamma_i^{(0)} < 0,$$

where one of them is equal to $-1$. Therefore, for all $h \in [\gamma_i^{(0)}, \gamma_i^{(0)}]$, we have $g_i(h) \leq 0$.

For $i \in N_2$, from the assumption $\delta_i < 0$, we have

$$\gamma_i^{(0)} = -1 \text{ and } \gamma_i^{(0)} > 0.$$ (3.7)

So, for all $h \in (-\infty, -1) \cup [\gamma_i^{(0)}, \infty)$, we have $g_i(h) \leq 0$. $\square$
**Theorem 3.2.** Suppose that \( \rho(G) < 1 \), and \( \lambda = \text{Re}(\lambda_i) + i\text{Im}(\lambda_i) \) and \( \mu_i, i = 1, 2, \ldots, n \), be the eigenvalues of \( G \) and \( G_{z,h} \), respectively. If \( \delta_i \neq 0 \) and \( \beta_i - \alpha_i + \delta_i \neq 0, i = 1, 2, \ldots, n \), then:

(i) \( h = -1 \) belongs to the interval \([\phi, \psi]\), where

\[
\phi = \max_{i \in \{N \cup N_i\}} \psi_{i} \in \{ \min_{i \in \{N \cup N_i\}} \psi_{i} \min_{i \in \{N \cup N_i\}} \psi_{i} \},
\]

and \( \rho(G_{z,-1}) = \rho(G) < 1 \).

(ii) for each \( h \in [\phi, \psi] \) and \( h \neq -1 \), the relation \( \rho(G_{z,h}) < \rho(G) < 1 \) holds.

**Proof**

(i) From **Theorem 3.1**, it is clear that \( -1 \in [\phi, \psi] \). For \( h = -1 \), we have \( G_{z,-1} = G \). So, \( \rho(G_{z,-1}) = \rho(G) < 1 \).

(ii) From **Theorem 3.1**, we observe that for each \( h \in [\phi, \psi] \) and \( h \neq -1 \), we have \( g(h) < 0 \), so the relation \( \rho(G_{z,h}) < \rho(G) < 1 \) holds. \( \square \)

4. Divergent iterative methods

In this section, we try to find two parameters \( \alpha = a + ib \) and \( h \), such that \( \rho(G_{z,h}) < 1 \), when the iterative method (1.4) is divergent.

As Section 3, let \( \lambda = \text{Re}(\lambda_i) + i\text{Im}(\lambda_i) \) and \( \mu_i, i = 1, 2, \ldots, n \) denote the eigenvalues of \( G \) and \( G_{z,h} \), respectively. We define the function \( g_i(h) \) as follows:

\[
g_i(h) = |h - \alpha(1 + h)|^2(|\mu_i|^2 - 1) = \delta_i h^2 + \xi_i h.
\]

where

\[
\begin{align*}
\alpha_i &= (a - \text{Re}(\lambda_i))^2 + (b - \text{Im}(\lambda_i))^2, \\
\delta_i &= \alpha_i - ((1 - a)^2 + b^2), \\
\xi_i &= 2(a - a\text{Re}(\lambda_i) - b\text{Im}(\lambda_i)).
\end{align*}
\]

We observe that \( g_i(h) < 0 \) implies that \( |\mu_i| < 1 \). So, we can construct a convergent series solution if we use a control parameter \( h \) which satisfies \( g_i(h) < 0 \), for \( i = 1, 2, \ldots, n \). By the following theorems, we furnishes the convergence intervals and optimal values for control parameter \( h \).

**Theorem 4.1.** Suppose that \( G \) has real eigenvalues \( \lambda_i, i = 1, \ldots, n \) and

\[
\lambda_{\text{min}} = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n = \lambda_{\text{max}}.
\]

Let \( \alpha = a + ib, a \neq 0 \), and \( a \neq \frac{\lambda_{\text{min}} + \lambda_{\text{max}}}{2} \), then

(i) \( \rho(G_{z,h}) < 1 \), if the eigenvalues \( \lambda_i, i = 1, 2, \ldots, n \) and the parameters \( a \) and \( h \) take any values from their domains, as these are defined and given in the **Table 1**.

**Table 1**

<table>
<thead>
<tr>
<th>Case</th>
<th>( \lambda )-domain</th>
<th>( a )-domain</th>
<th>( h )-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \lambda_{\text{min}} &gt; 1 )</td>
<td>( a &gt; \frac{\lambda_{\text{min}} + 1}{2} )</td>
<td>( (-\infty, -\frac{2a}{\lambda_{\text{min}} + 1}) \cup (0, +\infty) )</td>
</tr>
<tr>
<td>2</td>
<td>( \lambda_{\text{min}} &gt; 1 )</td>
<td>( 0 &lt; a &lt; \frac{\lambda_{\text{min}} + 1}{2} )</td>
<td>( (0, -\frac{2a}{\lambda_{\text{min}} + 1}) )</td>
</tr>
<tr>
<td>3</td>
<td>( \lambda_{\text{min}} &gt; 1 )</td>
<td>( a &gt; 0 )</td>
<td>( \frac{26}{\lambda_{\text{min}} - 1}, 0 )</td>
</tr>
<tr>
<td>4</td>
<td>( -1 &lt; \lambda_{\text{max}} &lt; 1 )</td>
<td>( a &gt; \frac{\lambda_{\text{max}} - 1}{1} )</td>
<td>( \frac{26}{\lambda_{\text{min}} - 1}, 0 )</td>
</tr>
<tr>
<td>5</td>
<td>( \lambda_{\text{max}} &lt; -1 )</td>
<td>( a &gt; 0 )</td>
<td>( 0, -\frac{2a}{\lambda_{\text{min}} - 1} )</td>
</tr>
<tr>
<td>6</td>
<td>( \lambda_{\text{max}} &lt; -1 )</td>
<td>( 0 &gt; a &gt; \frac{\lambda_{\text{max}} - 1}{1} )</td>
<td>( \frac{26}{\lambda_{\text{min}} - 1}, 0 )</td>
</tr>
<tr>
<td>7</td>
<td>( \lambda_{\text{min}} &lt; 1 ) and ( \lambda_{\text{max}} &lt; 1 )</td>
<td>( a &lt; \lambda_{\text{max}} - \lambda_{\text{min}} )</td>
<td>( (-\infty, -\frac{2a}{\lambda_{\text{min}} - 1}) \cup (0, +\infty) )</td>
</tr>
<tr>
<td>8</td>
<td>( \lambda_{\text{min}} &gt; -1 ) and ( \lambda_{\text{max}} &lt; 1 )</td>
<td>( a &lt; -\frac{\lambda_{\text{max}} - 1}{1} )</td>
<td>( (-\infty, 0) \cup \frac{26}{\lambda_{\text{min}} - 1}, +\infty )</td>
</tr>
<tr>
<td>9</td>
<td>( \lambda_{\text{min}} &gt; -1 ) and ( \lambda_{\text{max}} &lt; 1 )</td>
<td>( 0 &gt; a )</td>
<td>( (-\infty, -\frac{2a}{\lambda_{\text{min}} - 1}) \cup (0, +\infty) )</td>
</tr>
</tbody>
</table>
(ii) If \( \alpha = a \in \mathbb{R} \) and the eigenvalues \( \lambda_i, i = 1, 2, \ldots, n \) and the parameters \( a \), take any values from their domains in the Table 1, then

\[
h_{\text{opt}} = \frac{2a}{\lambda_{\text{max}} + \lambda_{\text{min}} - 2a}
\]

and

\[
\rho_{\text{opt}}(G_a h_{\text{opt}}) = \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{|\lambda_{\text{max}} + \lambda_{\text{min}} - 2|}.
\]

\textbf{Proof}

(i) Since \( \text{Im}(\lambda_i) = 0 \), from (4.2), for all cases we have

\[
\delta_i = (a - \lambda_i)^2 - (1 - a)^2 = (2a - \lambda_i - 1)(1 - \lambda_i)
\]

and \( g_i(h), i = 1, 2, \ldots, n \), has real real roots

\[
h_i^{(1)} = 0 \quad \text{and} \quad h_i^{(2)} = \frac{-\delta_i}{\delta_i} = \frac{-2a}{2a - \lambda_i - 1}.
\]

Case (1): For \( \lambda_{\text{min}} > 1 \) and \( a > \frac{\lambda_{\text{max}} - 1}{2} \), we have \( \delta_i < 0 \) and \( h_i^{(2)} = \frac{-2a}{2a - \lambda_i - 1} < 0 \), for \( i = 1, 2, \ldots, n \). So, for each value \( h \in (-\infty, \frac{2a}{2a - \lambda_{\text{min}} - 1}) \cup (0, +\infty) \), we have \( g_i(h) < 0, i = 1, 2, \ldots, n \), which imply that \( \rho(G_a h) < 1 \).

For other cases, in a similar way, the convergence intervals for parameter \( h \) can be obtained.

(ii) Let, for fixed \( a \) and \( h \), \( \mu^{(i)}_h(a), i = 1, 2, \ldots, n \), represent the eigenvalues of \( G_{a, h} \). Then, from (2.4), we have

\[
\mu^{(i)}_h(a) = \frac{h_i^{(1)} - a(h + 1)}{h - a(h + 1)}, \quad i = 1, 2, \ldots, n,
\]

and

\[
\max_{1 \leq i \leq n} |\mu^{(i)}_h(a)| = \max(|\mu^{(1)}_h(a)|, |\mu^{(n)}_h(a)|).
\]

For fixed \( a \), it is easy to see that, for

\[
h = h_{\text{opt}} = \frac{2a}{\lambda_{\text{max}} + \lambda_{\text{min}} - 2a},
\]

we have \( |\mu^{(1)}_h(a)| = |\mu^{(n)}_h(a)| \) and

\[
\rho_{\text{opt}}(G_a h_{\text{opt}}) = \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{|\lambda_{\text{max}} + \lambda_{\text{min}} - 2|}.
\]

For each Case, by simple computations, we can show that the parameter \( h_{\text{opt}} \) lies in the corresponding convergence interval. \( \square \)

\textbf{Remark 4.2.} The cases 7 and 8 of Table 1 show that, when the basic iterative method converges, then the new method converges too if the parameters \( a \) and \( h \) are chosen from the corresponding convergence intervals.

\textbf{Theorem 4.3.} Let \( \lambda_i = \text{Re}(\lambda_i) + i\text{Im}(\lambda_i), i = 1, 2, \ldots, n \), be the eigenvalues of \( G \) and

\[
\text{Re}_{\text{min}}(\lambda_i) = \min_{i=1}^n(\text{Re}(\lambda_i)) \quad \text{and} \quad \text{Re}_{\text{max}}(\lambda_i) = \max_{i=1}^n(\text{Re}(\lambda_i)).
\]

Let \( \theta_i = \frac{\lambda_i - 1}{\text{Re}(\lambda_i) - 1}, i = 1, 2, \ldots, n \), and

\[
\theta_{\text{min}} = \min_{i=1}^n(\theta_i) \quad \text{and} \quad \theta_{\text{max}} = \max_{i=1}^n(\theta_i).
\]

Suppose that \( \alpha = a \neq 0 \) and \( a \neq \frac{\text{Re}_{\text{max}}(\lambda_i) + \text{Re}_{\text{max}}(\lambda_i)}{2} \). Then \( \rho(G_{a, h}) < 1 \) if the values \( \text{Re}(\lambda_i), i = 1, 2, \ldots, n \), and the parameters \( a \) and \( h \) take any values from their domains, as these are defined and given in the Table 2.
Table 2
The possible domains of the parameters \( \text{Re}(\lambda_i), a \) and \( h \).

<table>
<thead>
<tr>
<th>Case</th>
<th>( \text{Re}(\lambda_i) )-domain</th>
<th>( a )-domain</th>
<th>( h )-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \text{Re}_{\text{min}}(\lambda_i) &gt; 1 )</td>
<td>( \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} &lt; a )</td>
<td>( (0, +\infty) )</td>
</tr>
<tr>
<td>2</td>
<td>( \text{Re}_{\text{min}}(\lambda_i) &gt; 1 )</td>
<td>( 0 &lt; a &lt; \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} )</td>
<td>( \left( 0, \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} \right) )</td>
</tr>
<tr>
<td>3</td>
<td>( \text{Re}_{\text{max}}(\lambda_i) &gt; 1 )</td>
<td>( a &lt; 0 )</td>
<td>( \left( \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}}, 0 \right) )</td>
</tr>
<tr>
<td>4</td>
<td>( \text{Re}_{\text{max}}(\lambda_i) &lt; 1 )</td>
<td>( 0 &lt; a &lt; \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} )</td>
<td>( \left( 0, \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} \right) )</td>
</tr>
<tr>
<td>5</td>
<td>( \text{Re}_{\text{max}}(\lambda_i) &lt; 1 )</td>
<td>( \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} &lt; a &lt; 0 )</td>
<td>( (-\infty, -\frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}}) \cup (0, +\infty) )</td>
</tr>
<tr>
<td>6</td>
<td>( \text{Re}_{\text{max}}(\lambda_i) &lt; 1 )</td>
<td>( 0 &lt; a &lt; \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} )</td>
<td>( (-\infty, 0) \cup \left( \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}}, +\infty \right) )</td>
</tr>
<tr>
<td>7</td>
<td>( \text{Re}_{\text{max}}(\lambda_i) &lt; 1 )</td>
<td>( a &lt; \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} ) and ( a &lt; 0 )</td>
<td>( (-\infty, -\frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}}) \cup (0, +\infty) )</td>
</tr>
</tbody>
</table>

Proof. Since \( b = 0 \), from (4.2), we have

\[
\delta_i = \text{Im}(\lambda_i)^2 + (a - \text{Re}(\lambda_i))^2 - (1 - a)^2 = (\theta_i - 2a)(\text{Re}(\lambda_i) - 1),
\]

\[
\xi_i = 2a(1 - \text{Re}(\lambda_i)),
\]

and \( g_i(h), i = 1, 2, \ldots, n \), has real simple roots

\[
h_i^{(0)} = 0 \quad \text{and} \quad h_i^{(0)} = \frac{2a}{\delta_i} \frac{\xi_i}{\delta_i} = \frac{2a}{\theta_i - 2a}.
\]

Case (1): For \( \text{Re}_{\text{min}}(\lambda_i) > 1 \) and \( a > \frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}} \), we have \( \theta_i > 0, \theta_i - 2a < 0 \), and \( \delta_i < 0 \). So, for each \( h \in (-\infty, -\frac{2a}{\sqrt[n]{\text{max}(\lambda_i)}}) \cup (0, +\infty) \), we have \( g_i(h) < 0, i = 1, 2, \ldots, n \), which imply that \( \rho(G_{x,h}) < 1 \).

In a similar way, we can prove the other cases. \( \square \)

Remark 4.4. For spacial value \( x = a = 1 \), the new iterative method (presented in Section 2 and discussed in Sections 3 and 4) was introduced by the present authors in [10]. For other uses of the Taylor expansion in the field of linear and nonlinear analysis see Iliev and Kyurkchiev [6].

5. Numerical examples

In this section, we provide numerical experiments to illustrate the theoretical results obtained in Section 3 and 4. All numerical experiments are carried out using Matlab 7.12. We consider three matrices from the University of Florida Sparse Matrix Collection [2]. The test matrices and their properties are shown in Table 3.

Firstly, we used the Gauss–Seidel method (as the basic method) and the new method for the matrices pde225 and pde900. The two parameters \( h \) and \( \alpha = a + ib \) are chosen according to the conditions imposed in Theorem 3.2. In Table 4 we report two parameters \( h, a \) (from the assumption \( |a| = 1 \), we have \( b = \sqrt{1 - a^2} \)), and the spectral radii \( \rho(G), \rho(G_{x,h}) \). This table shows that \( \rho(G_{x,h}) < \rho(G) \). From this numerical experiment, we get that the results are in concord with Theorem 3.2.

We considered the matrix mesh1e1 and the Richardson method as the basic iterative method to illustrate the results obtained from Theorem 4.1. The eigenvalues of the corresponding iteration matrix are real and \( \lambda_{\text{min}} = \lambda_1 = -8.1342 \), \( \lambda_{\text{max}} = \lambda_4 = -0.7401 \), and \( \rho(G) = 8.1342 \). In Table 5, we report a and \( b \) \( (a = a + ib), h, \) \( h \)-domain, and \( \rho(G_{x,h}) \). For \( b = 0 \), the values of \( h_{\text{opt}} \) and \( \rho_{\text{opt}} \) are also presented in the last line of this table. We observe that by choosing the parameters \( \alpha \) and \( h \) according to the conditions imposed in Theorem 4.1, we can construct a convergent series solution.

Finally, we considered the matrices pde225, pde900, and the AOR method as the basic iterative method with \( \gamma = 1 \) and \( \omega = 3 \). For the matrices pde225 and pde900, we have

\[
\rho(L_{x,h}) = 3.5670, \quad \text{Re}_{\text{min}}(\lambda_i) = -2.9352, \quad \text{Re}_{\text{max}}(\lambda_i) = 0.0981, \quad \theta_{\text{min}} = -3.8687, \quad \theta_{\text{max}} = 1.0981,
\]

and

\[
\rho(L_{x,h}) = 2.4455, \quad \text{Re}_{\text{min}}(\lambda_i) = -2.4455, \quad \text{Re}_{\text{max}}(\lambda_i) = 0.7457, \quad \theta_{\text{min}} = -1.4455, \quad \theta_{\text{max}} = 1.7457,
\]

Table 3
Test problem information.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Order</th>
<th>nzz</th>
<th>Symmetric</th>
<th>Positive definite</th>
<th>Condition number</th>
</tr>
</thead>
<tbody>
<tr>
<td>pde225</td>
<td>225</td>
<td>1065</td>
<td>no</td>
<td>no</td>
<td>39.0638</td>
</tr>
<tr>
<td>pde900</td>
<td>900</td>
<td>4380</td>
<td>no</td>
<td>no</td>
<td>152.562</td>
</tr>
<tr>
<td>mesh1e1</td>
<td>48</td>
<td>306</td>
<td>yes</td>
<td>yes</td>
<td>5.24933</td>
</tr>
</tbody>
</table>
respectively. The values of $a$ and $b$ ($a + ib$), $h$, the convergence domain of $h$ (h-domain), and $\rho(G_{a,h})$ are listed in Table 6. From this table, we see that these results accord with Theorem 4.3 and we conclude that the series solution converge if the parameters $a$ and $h$ are chosen according to the conditions imposed in Theorem 4.3.

6. Conclusion

In this paper, based on the generalized Taylor expansion, we proposed a new method which can be applied to the classical iterative methods for computing a convergent series solution for the linear system of equations. The theoretical results show that the new method can be used to accelerate the convergence of the basic iterative methods. In addition, we show that by applying the new method to a divergent iterative scheme, it is possible to construct a convergent series solution when the iteration matrix $G$ of the iterative scheme has particular properties. The numerical experiments confirm the theoretical results and show the efficiency of the new method.
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