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Abstract

The powers of some tests for independence hypothesis against positive (negative) quadrant dependence in generalized Farlie-Gumbel-Morgenstern distribution are compared graphically by simulation. Some of these tests are usual linear rank tests of independence. Two other possible rank tests of independence are locally most powerful rank test and a powerful nonparametric test based on the Cramér-von Mises statistic. We also evaluate the empirical power of the class of distribution-free tests proposed by Kochar and Gupta (1987) based on the asymptotic distribution of a U-statistic and the test statistic proposed by Güven and Kotz (2008) in generalized Farlie-Gumbel-Morgenstern distribution. Tests of independence are also compared for sample sizes \(n = 20, 30, 50\), empirically. Finally, we apply two examples to illustrate the results.

Keywords: Generalized Farlie-Gumbel-Morgenstern (FGM) distribution, positive and negative quadrant dependence, rank tests, tests of independence, U-statistic

1. Introduction

Farlie (1960), Gumbel (1960) and Morgenstern (1956) introduced a bivariate distribution with given marginals. The Pearson correlation achievable cannot exceed 0.33 in the classical Farlie-Gumbel-Morgenstern (FGM) distribution with absolutely continuous marginals. Huang and Kotz (1999) studied a new modification of the classical FGM distribution to increase the dependence between the underlying variables by introducing an additional parameter. Bairamov and Kotz (2002) introduced the generalized FGM family which allows us to achieve a correlation between the components greater than 0.5. Baker (2008) proposed an extension to the FGM distribution. Dou et al. (2016) estimated parameters of Baker’s (2008) distribution using EM algorithms. Some applications of FGM distribution have been recently introduced in the literature. For example, Jung et al. (2008) presented an application of generalized FGM copula function in exchange markets using directional dependence concept. Hlubinka and Kotz (2010) used the generalized FGM distribution and related copulas as bivariate models for the distribution of spheroidal characteristics. Amini et al. (2010) offered an example of FGM distribution for modelling the dependence structure of the lifetimes of two components of CPU (central processing unit) in desktop computer.

One of the most important concepts of dependence is quadrant dependence. This concept was introduced by Lehmann (1966). Let \((X, Y)\) be an absolutely continuous random vector with distribution function \(H(x, y)\) and marginal distribution functions \(F(x)\) and \(G(y)\). We say that the pair \((X, Y)\) is positively (negatively) quadrant dependent if, \(H(x, y) \geq (\leq) F(x)G(y)\) for all \(x, y \in \mathbb{R}\). The concepts
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of positive quadrant dependence (PQD) and negative quadrant dependence (NQD) are symmetric in \( x \) and \( y \).

Testing for independence between two continuous random variables \( X \) and \( Y \) is important when examining if two random variables are independent. As an natural case, we need to discover the dependence between two random characters to detect the interaction effects and finally controlling one of them. In this paper, we consider the problem of testing the null hypothesis of independence \( H_0 : H(x, y) = F(x)G(y) \) for all \( x, y \in \mathbb{R} \) against the alternative hypothesis of strict PQD (NQD).

Rödel and Kössler (2004) compared the adaptive tests with some usual linear rank tests of independence such as Spearman rank correlation test, van der Waerden test, Fisher-Yates correlation test and exponential scores test and with the \( t \)-version of Pearson test. Genest and Verret (2005) provided a general formula for the locally most powerful rank test of independence against alternatives. Genest et al. (2006) considered the asymptotic behavior of the Cramér-von Mises test using the empirical copula process originally proposed by Deheuvels (1981).

Kochar and Gupta (1987, 1990) proposed a class of distribution-free tests for independence against PQD. Shetty and Pandit (2003) introduced a class of distribution-free tests for independence. The proposed statistic by Kochar and Gupta (1990) is a member of this class. Güven and Kotz (2008) proposed a test of independence against PQD for a pair of absolutely continuous random variables jointly distributed according to the generalized FGM distribution. The result of Güven and Kotz (2008) is the asymptotic normality of their test statistic. The test maximizes the minimum power and possesses a monotone increasing power over the alternative hypothesis. Amini et al. (2010, 2011) used a dependence measure for the generalized FGM family in view of Kochar and Gupta (1987) and compared the power of tests proposed by them in absolutely continuous bivariate FGM distributions with those proposed by Güven and Kotz (2008).

The above authors have proposed a test of independence individually; however, these tests have not been compared. In this paper, we compare the tests in a generalized FGM family. For this purpose, we consider some linear rank tests, the locally most powerful rank test, the Cramér-von Mises test, the exponential scores test and with the \( t \)-version of Pearson test. Genest and Verret (2005) provided a general formula for the locally most powerful rank test of independence against alternatives. Genest et al. (2006) considered the asymptotic behavior of the Cramér-von Mises test using the empirical copula process originally proposed by Deheuvels (1981).

Let \((X, Y)\) be a pair of absolutely continuous random variables with the marginals \(F(x)\) and \(G(y)\). According to Bairamov and Kotz (2002), the generalized FGM distribution function of \((X, Y)\) is

\[
H_0(x, y) = F(x)G(y) \left\{ 1 + \theta \left( 1 - F(x) \right)^p \left( 1 - G(y) \right)^q \right\}, \quad \forall x, y \in \mathbb{R}, \quad p \geq 1, \quad q > 1.
\]  

The admissible range of \( \theta \) is

\[
-\min \left\{ \frac{1}{p^2} \left( \frac{1 + pq}{p(q - 1)} \right)^{2(q - 1)}, 1 \right\} \leq \theta \leq \frac{1}{p} \left( \frac{1 + pq}{p(q - 1)} \right)^{q - 1}.
\]

The copula function \( C \) is a bivariate distribution function with uniform marginals on \([0, 1]\), such that

\[
H(x, y) = C(F(x), G(y)) \quad \forall x, y \in \mathbb{R}.
\]

By Sklar’s Theorem (1959), \( C \) is unique if \( F \) and \( G \) are continuous. Thus, we can construct bivariate distributions \( H(x, y) = C(F(x), G(y)) \) with given marginals \( F \) and \( G \) by using copula \( C \). The copula \( C \) is given by

\[
C(x, y) = H \left( F^{-1}(x), G^{-1}(y) \right), \quad 0 \leq x, y \leq 1,
\]
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where $F^{-1}$ and $G^{-1}$ are quasi-inverses of $F$ and $G$, respectively.

Using Sklar’s Theorem (1959), we can write the distribution function (1.1) with $[0, 1]$ uniform marginals as

$$C_{\theta}(x, y) = xy \{1 + \theta (1 - x^\theta)(1 - y^\theta)\}, \quad 0 \leq x, y \leq 1, \quad p \geq 1, \quad q \geq 1. \quad (1.3)$$

For $\theta > 0 \, (\theta < 0)$, $X$ and $Y$ are strictly PQD (NQD) and they are independent when $\theta = 0$. In this article, we test $H_0 : \theta = 0$ against $H_1 : \theta \geq \eta$ (or $H_2 : \theta \leq \eta'$) based on some test statistics, where $\eta > 0$ and $\eta' < 0$ are located in interval (1.2). The independence hypothesis is considered under the copula of generalized FGM distributions. This approach is important for two reasons. First, it would provide a simple way to describe the family of generalized FGM distributions via the generalized FGM copulas. Second, it would emphasize on the fact that appropriate test statistics should be marginal-free, i.e. entirely non-parametric (typically based on the ranks of the observations). The type of marginal distributions are involved are rarely known.

The paper is organized as follows. In Section 2, we introduce some statistics and their asymptotic distributions. In Section 3, we compare the powers of the proposed tests graphically via simulation study and use the tests for numerical examples.

2. The test statistics

Let $(X_i, Y_i)$, for $i = 1, \ldots, n$, be a random sample from the generalized FGM distribution function $H_{\theta}$ in (1.1) whose underlying copula function is $C_{\theta}$ in (1.3) and $\theta$ is dependence parameter. Rödel and Kössler (2004) gathered some of linear rank tests along with their asymptotic distributions. We use these four cases in this article as follows.

2.1. The Spearman rank correlation test ($r_s$)

The Pearson sample correlation is

$$r_p = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2 \sum_{i=1}^{n} (Y_i - \bar{Y})^2}}, \quad (2.1)$$

where $\bar{X}$ and $\bar{Y}$ are the sample means.

Let $(R_i, S_i)$ be the bivariate ranks corresponding to $(X_i, Y_i)$, for $i = 1, \ldots, n$. If we replace $(R_i, S_i)$, for $i = 1, \ldots, n$, in (2.1), then we get Spearman rank correlation:

$$r_s = \frac{\sum_{i=1}^{n} (R_i - \bar{R})(S_i - \bar{S})}{\sqrt{\sum_{i=1}^{n} (R_i - \bar{R})^2 \sum_{i=1}^{n} (S_i - \bar{S})^2}} = 1 - \frac{6 \sum_{i=1}^{n} (R_i - S_i)^2}{n^3 - n}. \quad (2.2)$$

Under $H_0$, $r_s$ is $\text{AN}(0, 1/(n - 1))$, where $\text{AN}$ denotes asymptotically normal (i.e. $\sqrt{n-1} r_s \xrightarrow{d} \text{N}(0, 1)$ as $n \to \infty$) (Kendall and Gibbons, 1990). The null hypothesis $H_0$ is rejected in favor of $H_1$ ($H_2$) at the asymptotic level of significance $\alpha$ if $r_s \geq z_{1-\alpha}(n-1)^{1/2}$ ($r_s \leq -z_{1-\alpha}(n-1)^{-1/2}$), where $z_{1-\alpha}$ is the $(1 - \alpha)$-quantile of the standard normal distribution.

2.2. The van der Waerden test ($r_w$)

Replacing the data values $(X_i, Y_i)$ by $(\Phi^{-1}(R_i/(n + 1)), \Phi^{-1}(S_i/(n + 1)))$, for $i = 1, \ldots, n$, in (2.1), we get the van der Waerden (VW) correlation $r_w$, where $\Phi(\cdot)$ is the standard normal distribution function.
Under $H_0$, $r_w$ is $\text{AN}(0, 1/(n-1))$ (Hájek and Šidák, 1967). As before, $H_0$ is rejected in favor of $H_1$ ($H_2$) at the asymptotic level of significance $\alpha$ if $r_w \geq z_{1-\alpha}(n-1)^{-1/2}$.

### 2.3. The Fisher-Yates correlation test ($r_{FY}$)

Substituting the data values $(X_i, Y_i)$ by $(V^{(i)}_{R_i}, V^{(i)}_{S_i})$, for $i = 1, \ldots, n$, in (2.1), we obtain the Fisher-Yates correlation test $r_{FY}$, where $V^{(i)}_{R_i}$ is the expectation of the $i$th order statistic of a standard normal sample of size $n$. Under $H_0$, $r_{FY}$ is $\text{AN}(0, 1/(n-1))$ (Hájek and Šidák, 1967). As before, $H_0$ is rejected in favor of $H_1$ ($H_2$) at the asymptotic level of significance $\alpha$ if $r_{FY} \geq z_{1-\alpha}(n-1)^{-1/2}$.

### 2.4. The exponential scores test ($r_{es}$)

Replacing the data values $(X_i, Y_i)$ by $(E_{R_i}^{(n)}, E_{S_i}^{(n)})$, for $i = 1, \ldots, n$, in (2.1), we get the exponential scores correlation test $r_{es}$, where $E_{R_i}^{(n)}$ is the expectation of the $i$th order statistic of a standard exponential sample of size $n$. Under $H_0$, $r_{es}$ is $\text{AN}(0, 1/(n-1))$ (Hájek and Šidák, 1967). $H_0$ is rejected in favor of $H_1$ ($H_2$) if $r_{es} \geq z_{1-\alpha}(n-1)^{-1/2}$.

### 2.5. The locally most powerful rank test (LMPR)

Let $(X_1, Y_1), \ldots, (X_n, Y_n)$ be a random sample from the distribution function $H_0$ whose underlying copula function is $C_0$ in (1.3). The copula density function of $C_0(x, y)$ is

$$c_0(x, y) = 1 + \theta w(x, y), \quad 0 \leq x, y \leq 1, \quad p \geq 1, \quad q > 1,$$

(2.3)

where $w(x, y) = r(x, p, q)r(y, p, q)$ and $r(x, p, q) = (1 - x^p)x^{p-1}(1 - (1 + pq)x^q)$.

Genest and Verret (2005) provided a statistic for the locally most powerful rank test of independence against alternatives expressed by copula models. They mentioned four conditions to obtain the locally most powerful rank test. At first, we check these conditions in generalized FGM family as:

1. The parameter space of $\theta$ in (1.2) is a closed interval and $\theta = 0$ leads to the copula corresponding to independence.
2. If $\theta < \theta'$, then $C_0(x, y) \leq C_{\theta'}(x, y)$ for all $x, y \in (0, 1)$.
3. For every $\theta$ in (1.2), $C_0$ is absolutely continuous and its copula density function $c_0$ is absolutely continuous as a function of $\theta$ for every $x, y \in (0, 1)$.
4. $\dot{c}_0(x, y) = \partial c_0(x, y)/\partial \theta = w(x, y)$ is continuous in $\theta$ in a neighborhood of zero and

$$\lim_{\theta \to 0} \int_{(0,1)^2} |\dot{c}_0(x, y)| \, dx \, dy = \int_{(0,1)^2} |c_0(x, y)| \, dx \, dy - \int_{(0,1)^2} |w(x, y)| \, dx \, dy \leq \left(1 + \frac{1 + pq}{p + 1}\right)^2 < \infty.$$

Since $\int_0^t \dot{c}_0(x, y) \, dx = \int_0^t \dot{c}_0(x, y) \, dy = 0$ and $\int_0^s \int_0^t \dot{c}_0(x, y) \, dy \, dx = \int_0^s \int_0^t w(x, y) \, dy \, dx \geq 0$ for all $s, t \in (0, 1)$, according to Genest and Verret (2005, Proposition 1), if $T(r; s) = E[\dot{c}_0(B_r, B_s)]$, where
\( B_r \) and \( B'_s \) are two independence random variables respectively distributed as \( \text{Beta}(r, n - r + 1) \) and \( \text{Beta}(s, n - s + 1) \) and

\[
T^*_n = \frac{1}{n} \sum_{i=1}^{n} T(R_i, S_i),
\]

where \((R_1, S_1), \ldots, (R_n, S_n)\) denote the ranks associated with the random sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) from the distribution function \( H_0 \) in (1.1) whose underlying copula function is \( C_0 \) in (1.3), then under the null hypothesis, \( \sqrt{n}T^*_n \) is \( \text{AN}(0, \sigma^2) \), where

\[
\sigma^2 = \int_{(0,1)^2} [\hat{c}_0(x, y)]^2 \, dx \, dy.
\]

In the following proposition, we obtain \( T^*_n \) and \( \sigma^2 \) for generalized FGM distribution.

**Proposition 1.** Let \((R_1, S_1), \ldots, (R_n, S_n)\) denote the ranks associated with a random sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) from the distribution function \( H_0 \) in (1.1) whose underlying copula function is \( C_0 \) in (1.3) satisfying Conditions 1–4. Then

\[
T^*_n = \frac{1}{n} \sum_{i=1}^{n} T(R_i, S_i) = \frac{1}{n} \sum_{i=1}^{n} A(R_i)A(S_i),
\]

where

\[
A(a) = \sum_{k=0}^{a-1} \binom{q-1}{k} \left( -1 \right)^k \frac{\Gamma(n+1)}{\Gamma(a)} \left( \frac{\Gamma(p \cdot k + a)}{\Gamma(p \cdot k + n + 1)} - \frac{\Gamma(p \cdot (k+1) + a)}{\Gamma(p \cdot (k+1) + n + 1)} \right)
\]

and

\[
\sigma^2 = \int_{(0,1)^2} [\hat{c}_0(x, y)]^2 \, dx \, dy = \left[ \text{Beta}\left( \frac{1}{p}, 2q - 1 \right) \frac{pq^2(1 + p)}{(1 + 2pq)(1 + 2pq - p)} \right]^2,
\]

where \( \text{Beta}(a, b) = \Gamma(a)\Gamma(b)/\Gamma(a + b) \).

**Proof:** Since \( \hat{c}_0(x, y) = w(x, y) \) and \( B_r \sim \text{Beta}(r, n - r + 1) \) and \( B'_s \sim \text{Beta}(s, n - s + 1) \) are independent, we have

\[
T(r, s) = E[\hat{c}_0(B_r, B'_s)] = E[w(B_r, B'_s)]
\]

\[
= E \left[ r(B_r, p, q)r(B'_s, p, q) \right] = E[r(B_r, p, q)]E[r(B'_s, p, q)].
\]

Now,

\[
E[r(B_r, p, q)] = E \left\{ \left( 1 - B_r^p \right)^{q-1} \left( 1 - (1 + pq)B_r^p \right) \right\}
\]

\[
= E \left\{ \left( 1 - B_r^p \right)^{q-1} \right\} - \left( 1 + pq \right) E \left\{ \left( 1 - B_r^p \right)^{q-1} B_r^p \right\}.
\]

Using the binomial expansion \((1-a)^n = \sum_{k=0}^{n} \binom{n}{k} (-1)^k a^k \), we can compute \( E[r(B_r, p, q)] \), \( E[r(B'_s, p, q)] \) and \( T(r, s) \). So, we can obtain \( T^*_n \).
For computing $\sigma^2$, we have
\[
\sigma^2 = \int_{(0,1)^2} [\varepsilon_0(x,y)]^2 \, dx \, dy = \int_{(0,1)^2} w^2(x,y) \, dx \, dy
\]
\[
= \int_{(0,1)^2} r^2(x,p,q)r^2(y,p,q) \, dx \, dy = \left[ \int_0^1 (1 - x^p)^{2q-1} (1 - (1 + pq)x^p)^2 \, dx \right]^2.
\]
We can obtain $\sigma^2$ by a straightforward computation if we make the substitution $u = x^p$. This completes the proof.

According to Genest and Verret (2005), $H_0$ is rejected against $H_1$ ($H_2$) for large (small) enough values of $T_n$. The rejection region of $H_0$ in favor of $H_1$ ($H_2$) is $T_n \geq z_{1-\alpha}(\sigma / \sqrt{n})(T_n \leq -z_{1-\alpha}(\sigma / \sqrt{n}))$, where $z_{1-\alpha}$ is the $(1 - \alpha)$-quantile of the standard normal distribution.

### 2.6 The Cramér-von Mises test (CvM)

Let $(X_1, Y_1), \ldots, (X_n, Y_n)$ be a random sample from the distribution function $H_0$ in (1.1) whose underlying copula function is $C_n$ in (1.3) and $(R_1, S_1), \ldots, (R_n, S_n)$ denote the ranks associated with this random sample. Genest et al. (2006) represented a powerful nonparametric test of independence based on the Cramér-von Mises statistic
\[
B_n = \frac{1}{2n} \sum_{i=1}^{n} \sum_{j=1}^{n} D_n(R_i, R_j)D_n(S_i, S_j),
\] (2.4)
where
\[
D_n(s,t) = \frac{2n + 1}{6n} + \frac{s(s - 1)}{2n(n + 1)} + \frac{t(t - 1)}{2n(n + 1)} - \frac{\max(s,t)}{n + 1}.
\]
The null hypothesis $H_0$ is rejected in favor of $H_1$ for large enough values of $B_n$. So, the critical values of the test at level $\alpha$ is obtained using $P_{\alpha}(B_n > c) = \alpha$. According to Genest and Rémiillard (2004), for finite $n$, we compute the empirical critical values $c$ using 20000 independent replications under the null hypothesis of independence or randomness. The empirical critical values $c$ at level $\alpha = 0.05$ based on a random sample of sizes $n = 20, 30, 50$ are 0.0527, 0.0545, 0.0559, respectively.

Now, if we assume $(X, Y)$ is NQD, then $(X, -Y)$ is PQD (Nelsen, 2006). Thus, for testing independence hypothesis $H_0 : \theta = 0$ against NQD($H_2 : \theta \leq \eta'$), it suffices to test $H_0 : \theta = 0$ against $H_1 : \theta \geq -\eta'$ using $B_n$ in (2.4) for observations $(X_i, -Y_i), i = 1, 2, \ldots, n$.

### 2.7 The Kochar and Gupta class of distribution-free tests

For testing independence against PQD (NQD), Kochar and Gupta (1987) introduced $\delta_k(x, y) = H^k(x, y) - F^k(x)G^k(y)$ for all $x, y \in R$, where $k$ is a fixed integer. Under $H_0$, $\delta_k(x, y) = 0$ and under $H_1$ ($H_2$), $\delta_k(x, y) \geq 0$ ($\delta_k(x, y) \leq 0$) for all $x, y \in R$ and with a strict inequality over a set of nonzero probability. The measure of deviation between $H_0$ and $H_1$ ($H_2$) is then
\[
D_k = \int_{R^2} \delta_k(x,y) \, dH(x,y) = D_{1k} - D_{2k},
\]
where $D_{1k} = \int_{R^2} H^k(x,y) \, dH(x,y) = P(\max(X_1, \ldots, X_k) \leq X_{k+1}, \max(Y_1, \ldots, Y_k) \leq Y_{k+1})$, $D_{2k} = \int_{R^2} F^k(x)G^k(y) \, dH(x,y) = \int_{R^2} H(x,y) \, dF^k(x)dG^k(y)$ and $H(x,y) = P(X > x, Y > y)$.
Amini et al. (2011) showed that \( D_{1k} \) and \( D_{2k} \) are
\[
D_{1k} = \sum_{j=0}^{k} \left( \frac{k}{j} \right) \frac{\theta_j q_j}{p^2} \text{Beta} \left( \frac{k+1}{p}, jq+1 \right)
\]
\[
+ \sum_{j=0}^{k} \left( \frac{k}{j} \right) \frac{\theta_{j+1} q_j}{p^2} \left[ \text{Beta} \left( \frac{k+1}{p}, (j+1)q \right) - (1 + pq) \text{Beta} \left( \frac{k+1}{p}+1, (j+1)q \right) \right]^2
\]  
(2.5)
and
\[
D_{2k} = \frac{1}{(k+1)^2} + \frac{\theta}{p^2} \left[ \text{Beta} \left( \frac{k+1}{p}, q \right) - (1 + pq) \text{Beta} \left( \frac{k+1}{p}+1, q \right) \right]^2
\]  
(2.6)
in generalized FGM family where, \( \text{Beta}(a, b) = \Gamma(a)\Gamma(b)/\Gamma(a + b) \).

Under \( H_0 \), \( D_{1k} = D_{2k} = (k+1)^{-2} \) but, under \( H_1 \) (\( H_2 \)), \( D_{1k} > D_{2k} > (k+1)^{-2} \) \( (D_{1k} < D_{2k} < (k+1)^{-2}) \).

Let \( (X_i, Y_i) \), for \( i = 1, \ldots, n \), be a random sample of generalized FGM distribution and suppose that
\[
\varphi_{k+1} ((X_1, Y_1), \ldots, (X_{k+1}, Y_{k+1})) = \left\{ \begin{array}{ll}
1, & \text{max} (X_1, \ldots, X_{k+1}), \text{max} (Y_1, \ldots, Y_{k+1}) \\
0, & \text{otherwise}
\end{array} \right.
\]
(2.7)

For testing \( H_0 \) against \( H_1 \) (\( H_2 \)), we use U-statistic estimator of \( D_{1k} \), that is
\[
U_n(k+1) = \frac{1}{\binom{n}{k+1}} \sum_{i=1}^{n} \varphi_{k+1} ((X_i, Y_i), \ldots, (X_{k+1}, Y_{k+1}))
\]
where the sum is over all combinations of \((k + 1) \) integers \((i_1, \ldots, i_{k+1}) \) chosen out of \((1, \ldots, n) \).

Notice that the large (small) values of \( U_n(k+1) \) are significant for testing \( H_0 \) against \( H_1 \) (\( H_2 \)). For \( k = 1 \), we also have \( U_n(2) = (\tau_n + 1)/2 \), where \( \tau_n \) is Kendall’s statistic. So, the independence test based on \( U_n(2) \) is equivalent to the classical test based on \( \tau_n \).

The asymptotic distribution of \( \sqrt{n} \left[ U_n(k+1) - E(U_n(k+1)) \right] \) is normal with expectation zero and variance \( \sigma_{k+1}^2 = (k+1)^2 \gamma_k \), where
\[
\gamma_k = E \left[ \varphi_{k+1}^2 (X_1, Y_1) \right] - E^2 \left[ U_n(k+1) \right], \quad \psi_{k+1}(x,y) = E \left[ \varphi_{k+1} ((x_1, y_1), \ldots, (x_{k+1}, y_{k+1})) \right],
\]
see Serfling (1980).

Under \( H_0 \), \( E(U_n(k+1)) = (k+1)^{-1} \), \( \gamma_k = k^2 / (2k+1)^2 (k+1)^2 \) and \( \sigma_{k+1}^2 = k^2 (2k+1)^{-2} \). \( H_0 \) is rejected in favor of \( H_1 \) if \( U_n(k+1) > z_{1-\alpha} \sqrt{n} \left( 2k+1 \right)^{-1} \). \( H_0 \) is rejected in favor of \( H_1 \) if \( \theta \geq -\eta' \) using \( \varphi_{k+1} \) in (2.7) for observations \((X_i, -Y_i)\), \( i = 1, 2, \ldots, n \). To obtain the exact distribution of \( U_n(k+1) \), see Kochar and Gupta (1987).

### 2.8. The Güven and Kotz test

Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be a random sample from the distribution function \( H_0 \) whose underlying copula function is \( C_{\theta} \) in (1.3) and the copula density function \( c_{\theta} \) in (2.3). Güven and Kotz (2008) proposed the following statistic for testing independence \((H_0 : \theta = 0)\) against \( \text{PQD}(H_1 : \theta \geq \eta) \) as
\[
\phi(x, y) = \left\{ \begin{array}{ll}
1, & T \geq c, \\
0, & T < c,
\end{array} \right. \tag{2.8}
\]
Comparing Kochar and Gupta’s statistics:

When $A)$ 3.1. Results in PQD case

0.05 for all test statistics. This point is important for choosing the best test statistic.

The asymptotic distribution of $T$ is

$$
\sqrt{n}(T^* - \mu(\theta)) \xrightarrow{d} N\left(0, \sigma^2(\theta)\right) \text{ as } n \to \infty,
$$

where $\mu(\theta) = \exp\{E(\ln(1 + \eta \nu(X, Y)))\}$ and $\sigma^2(\theta) = \mu^2(\theta)\text{Var}[\ln(1 + \eta \nu(X, Y))].$

The rejection region of $H_0$ in favor of $H_1$ is $T \geq c_\alpha$, where $c_\alpha^{1/\eta} = z_{1-\alpha}\sigma(0)/\sqrt{n} + \mu(0)$. An approximation to the power of the test for finite sample size is given by

$$
\beta_\alpha(\theta) = 1 - \Phi\left(\frac{\sqrt{n}}{\sigma(\theta)} \left[ c_\alpha^{1/\eta} - \mu(\theta) \right] \right),
$$

where $\theta \in [\eta, (1/p)((1 + pq)/p(q - 1))^{q-1}]$ and $\Phi(\cdot)$ is the standard normal distribution function.

Now, if we assume $(X, Y)$ is NQD, then $(X, -Y)$ is PQD (Nelsen, 2006). Thus, for testing independence $(H_0 : \theta = 0)$ against NQD($H_2 : \theta \leq \eta'$ where $\eta' \in \left[-\min(1/p^2)((1 + pq)/p(q - 1))^{q-1}, 1\right)$, 0), it suffices to test the hypothesis $H_0 : \theta = 0$ against $H_1 : \theta \geq -\eta'$ using $\phi(x, y)$ in (2.8) for observations $(X_i, -Y_i), i = 1, 2, \ldots, n$.

3. Simulation results and applied examples

In this section, we compare the power of tests introduced in Section 2 to test the independence hypothesis against PQD (NQD). There is a wide applications of generalized FGM distribution for values of $p = 2$ and $q = 2$; consequently, some of authors such as Jung et al. (2008) and Güven and Kotz (2008) consider this case of the generalized FGM family. In addition, we have calculated the power of test statistics for other values of $p$ and $q$ such as “$p = 2$ and $q = 3$” and “$p = 3$ and $q = 2$”. The results for these values of $p$ and $q$ have a similar process. So for the sake of simplicity, we consider the information related to $p = q = 2$ case. We evaluate the empirical powers of test statistics $r_s, r_a, r_{FY}, r_{ex}, T^*_n(LMPR), B_n(CvM), U_n(k + 1)$ for $k = 1, 2, 3, 4$ and $T$ based on the simulation results for 5000 replications using R software version 3.0.1 at 5% level of significance. Notice that, for $n = 20$, the critical points are calculated based on exact distribution of $U_n(k + 1)$ (Kochar and Gupta’s statistic) and for $n = 30, 50$, the critical points are calculated based on approximate distribution of $U_n(k + 1)$. Also, the critical points of $T$ (Güven and Kotz’s statistic) based on asymptotic distribution with various values of $\eta \in (0, 1.25)$, $\theta \in [\eta, 1.25]$ for PQD case and $\eta' \in [-1, 0)$, $\theta \in [-1, \eta']$ for NQD case is obtained (notice that according to (1.2) for $p = q = 2$, the range of $\theta$ is $[-1, 1.25]$). Table 1 shows the empirical powers for $p = q = 2$, $\eta = 0.2$ and $\eta' = -0.2$. Notice that the empirical sizes are closed to 0.05 for all test statistics. This point is important for choosing the best test statistic.

3.1. Results in PQD case

A) Comparing Kochar and Gupta’s statistics:

When $n \geq 20$, $U_n(2)$ is the best test statistic, except for $n = 30$ and $\theta = 0.2$, for which $U_n(3)$ is the best test statistic but its power is very close to $U_n(2)$. Also, we have the following order $U_n(5) < U_n(4) < U_n(3) < U_n(2)$ based on the powers of these test statistics (Table 1).

B) Comparing the rank tests (Table 1):

- When $n = 20$ for all $\theta$, $r_s$ is better than all of rank tests, except for $\theta = 1.2$, for which LMPR test is the best one.
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- When $n = 30$ for $\theta = 0.2, 0.5$, $r_s$ is the best competitor and for $\theta = 0.7, 1, 1.2$, LMPR test is the best one.
- When $n = 50$ (large samples) for all $\theta$, LMPR test is better than other rank tests.
- For all $\theta$ and $n$, LMPR test is better than the CvM test.
- For all $n$ and $\theta$, $r_u$ and $r_{FY}$ are better than $r_{ext}$.

C) Comparison of all statistics:

Figures 1–3 show the power of all statistics (rank tests, $T$ and $U_n(k+1)$ for $k = 1, 2, 3, 4$) for some values of $\eta$ with respect to $\theta$ when $n = 20, 30, 50$ (notice that we don’t show powers of $U_n(3)$, $U_n(4)$ and $U_n(5)$ in figures because their powers are less than $U_n(2)$). The results are

- $\theta$ and $\eta$, $T$ is the best test statistic for all $n$.

Table 1: Empirical powers for marginals $U(0, 1)$ in the generalized FGM family for NQD and PQD cases ($p = q = 2, \eta = 0.2$ and $\eta' = -0.2$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>Statistics</th>
<th>$\eta$</th>
<th>$0$</th>
<th>$0.2$</th>
<th>$0.5$</th>
<th>$0.7$</th>
<th>$1$</th>
<th>$1.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>CvM</td>
<td>0.316</td>
<td>0.177</td>
<td>0.110</td>
<td>0.056</td>
<td>0.052</td>
<td>0.056</td>
<td>0.110</td>
</tr>
<tr>
<td></td>
<td>LMPR</td>
<td>0.402</td>
<td>0.227</td>
<td>0.140</td>
<td>0.057</td>
<td>0.026</td>
<td>0.063</td>
<td>0.136</td>
</tr>
<tr>
<td>30</td>
<td>CvM</td>
<td>0.482</td>
<td>0.260</td>
<td>0.148</td>
<td>0.062</td>
<td>0.049</td>
<td>0.075</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>LMPR</td>
<td>0.630</td>
<td>0.366</td>
<td>0.213</td>
<td>0.077</td>
<td>0.034</td>
<td>0.081</td>
<td>0.216</td>
</tr>
<tr>
<td>50</td>
<td>CvM</td>
<td>0.751</td>
<td>0.466</td>
<td>0.291</td>
<td>0.109</td>
<td>0.049</td>
<td>0.106</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>LMPR</td>
<td>0.877</td>
<td>0.580</td>
<td>0.346</td>
<td>0.115</td>
<td>0.044</td>
<td>0.116</td>
<td>0.361</td>
</tr>
</tbody>
</table>

FGM = Farlie-Gumbel-Morgenstern, NQD = negative quadrant dependence, PQD = positive quadrant dependence, LMPR = locally most powerful rank test, CvM = Cramér-von Mises test.
For all $n$, the powers of $r_s$ and $U_n(2)$ are close to $T$ when $\theta$ is small (weak dependence).

For all $n$, $T$ is a appropriate test statistic when $\theta$ is large (strong dependence).

The powers of $T$ statistic and LMPR test are greater than other tests when $n = 50$ (large samples); in addition, the power of LMPR is close to $T$ if $\theta$ is small or large.

The power of $U_n(2)$ is very close to the power of $r_s$ when $n = 50$.

3.2. Results in NQD case

A) Comparing Kochar and Gupta’s statistics:
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When \( n \geq 20 \), \( U_n(2) \) is the best test statistic, except for \( n = 30 \) and \( \theta = -0.2 \), for which \( U_n(3) \) is the best test statistic but its power is very close to \( U_n(2) \). Also, for all \( n \), we have the following order \( U_n(5) < U_n(4) < U_n(3) < U_n(2) \) based on the powers of these test statistics (see Table 1).

B) Comparing the rank tests (Table 1):

- \( r_s \) is better than all of rank tests when \( n = 20 \) for all \( \theta \).
- \( r_s \) is the best competitor and for \( \theta = -0.7, -1 \), LMPR test is the best one when \( n = 30 \) for \( \theta = -0.2, -0.5 \).
- LMPR test is better than other rank tests when \( n = 50 \) (large samples) for all \( \theta \).
- LMPR test is better than CvM test for all \( \theta \) and \( n \).
- \( r_w \) and \( r_{FY} \) are better than \( r_{ex} \) for all \( n \) and \( \theta \).

C) Comparison of all statistics:

Figures 4–6 show the power of all statistics (rank tests, \( T \) and \( U_n(k+1) \) for \( k = 1, 2, 3, 4 \)) for some values of \( \eta' \) with respect to \( \theta \) when \( n = 20, 30, 50 \) (notice that we do not show the power of \( U_n(3) \), \( U_n(4) \) and \( U_n(5) \) in figures because their powers are less than \( U_n(2) \)). The results are

- \( \theta \) and \( \eta' \), \( T \) is the best test statistic for all \( n \).
- The powers of \( r_s \) and \( U_n(2) \) are close to \( T \) for all \( n \), when \( |\theta| \) is small (weak dependence).
- \( T \) is an appropriate test statistic for all \( n \) when \( |\theta| \) is large (strong dependence).
- The powers of \( T \) statistic and LMPR test are greater than other tests when \( n = 50 \) (large samples); in addition, the power of LMPR is close to \( T \) if \( \theta \) is small or large.
- The power of \( U_n(2) \) is very close to the power of \( r_s \) when \( n = 50 \).
3.3. Examples

Cook and Johnson (1986) considered the analysis of the uranium exploration data set. These data consist of 655 chemical analyses from water samples collected from the Montrose quadrangle of western Colorado. Concentrations were measured for the following elements: uranium (U), lithium (Li), cobalt (Co), potassium (K), cesium (Cs), scandium (Sc) and titanium (Ti).

Peacock (1983) and Fasano and Franceschini (1987) proposed a generalization of the classical Kolmogorov-Smirnov test which is suitable to analyze random samples defined in two dimensions. In their method for any data point of \((X_i, Y_i)\), we consider the four quadrants of the plane defined by

\[
(x < X_i, y < Y_i), \quad (x < X_i, y > Y_i), \quad (x > X_i, y < Y_i), \quad (x > X_i, y > Y_i) \quad i = 1, \ldots, n.
\]
Then, we calculate the maximum absolute difference between the observed and predicted cumulative distributions (both normalized to 1) within all four quadrants. The Kolmogorov-Smirnov test statistic \( D_{ks} \) is the maximum of these differences when all data points are considered.

We use the first 50 cases from two selected pairs \((U, C)\) and \((U, L)\) in the uranium exploration data. First, we test whether one can fit generalized FGM distribution to \((U, C)\) and \((U, L)\). For generalized FGM with \( p = q = 2 \), Table 2 includes the maximum likelihood estimator (MLE) of \( \theta \), negative log-likelihood \(-L\) of MLE \((\theta)\), \( D_{ks} \) and associated \( p\)-value for PQD case. At 0.05 level, Table 2 shows that the generalized FGM model with \( p = q = 2 \) and \( \text{MLE}(\theta) = 0.464 \) is acceptable for the pair \((U, C)\) and with \( p = q = 2 \) and \( \text{MLE}(\theta) = -0.430 \) is acceptable for the pair \((U, L)\). Now, we test the independence hypothesis against the alternative hypothesis of strict PQD (NQD).

A) For pair of \((U, C)\), according to the considered data, we test \( H_0 : \theta = 0 \) vs \( H_1 : \theta \geq 0.5 \) (\( q = 0.5 \)) at level \( \alpha = 0.05 \). First, we estimate the distribution functions \( F \) and \( G \) by their empirical distribution functions and then compute the test statistics mentioned in Section 2. Table 3 includes the values of test statistics, their critical values and associated \( p\)-values. Table 3 shows that

![Figure 6: The empirical power of all tests with respect to \( \theta \) for \( n = 50 \) and \( \eta' = -0.2 \).](image)

![Figure 6: The empirical power of all tests with respect to \( \theta \) for \( n = 50 \) and \( \eta' = -0.8 \).](image)

**Table 2:** Goodness-of-fit test for two selected pairs of variables in uranium exploration data

<table>
<thead>
<tr>
<th>Pair</th>
<th>( p )</th>
<th>( q )</th>
<th>MLE(( \theta ))</th>
<th>(-L)</th>
<th>( D_{ks} )</th>
<th>( p)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>((U, C))</td>
<td>2</td>
<td>2</td>
<td>2.0463</td>
<td>-0.9962</td>
<td>0.8203</td>
<td>0.827</td>
</tr>
<tr>
<td>((U, L))</td>
<td>2</td>
<td>2</td>
<td>-2.0430</td>
<td>-0.7495</td>
<td>1.0496</td>
<td>0.481</td>
</tr>
</tbody>
</table>

**Table 3:** Values of test statistics, their critical values and associated \( p\)-values for selected pair \((U, C)\) in PQD case

| Test statistic | \( r_x \) | \( r_y \) | \( r_{xy} \) | LMPR | CvM | \( T \) | \( U_n(2) \) | \( U_n(3) \) | \( U_n(4) \) | \( U_n(5) \) | \( p\)-value |
|----------------|--------|--------|----------|------|-----|-------|-------------|-------------|-------------|-------------|-------------|-----------|
| Critical point  | 0.234  | 0.234  | 0.234    | 0.234| 0.094| 0.056 | 3.713       | 0.577       | 0.426       | 0.349       | 0.303      | 0.013     |
| \( p\)-value    | 0.008  | 0.009  | 0.012    | 0.068| 0.052| 0.078 | 0.010       | 0.010       | 0.008       | 0.006       | 0.005      |           |

PQD = positive quadrant dependence; LMPR = locally most powerful rank test; CvM = Cramér-von Mises test.
Table 4: Values of test statistics, their critical values and associated p-values for selected pair \((U, Li)\) in NQD case

<table>
<thead>
<tr>
<th>r_s</th>
<th>r_w</th>
<th>r_pυ</th>
<th>r_e</th>
<th>LMPR</th>
<th>CvM</th>
<th>T</th>
<th>U_n(2)</th>
<th>U_n(3)</th>
<th>U_n(4)</th>
<th>U_n(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.339</td>
<td>-0.266</td>
<td>-0.250</td>
<td>-0.313</td>
<td>-0.093</td>
<td>0.079</td>
<td>0.066</td>
<td>0.374</td>
<td>0.171</td>
<td>0.092</td>
<td>0.055</td>
</tr>
<tr>
<td>-0.234</td>
<td>-0.234</td>
<td>-0.234</td>
<td>-0.234</td>
<td>-0.094</td>
<td>0.056</td>
<td>0.028</td>
<td>0.419</td>
<td>0.240</td>
<td>0.150</td>
<td>0.096</td>
</tr>
<tr>
<td>0.008</td>
<td>0.031</td>
<td>0.039</td>
<td>0.014</td>
<td>0.052</td>
<td>0.013</td>
<td>0.138</td>
<td>0.003</td>
<td>0.002</td>
<td>0.004</td>
<td>0.010</td>
</tr>
</tbody>
</table>

NQD = negative quadrant dependence, LMPR = locally most powerful rank test, CvM = Cramér-von Mises test.

- based on LMPR test, the CvM test, and Güven and Kotz test \((T)\), we cannot reject \(H_0\) in favor of \(H_1\).
- the maximum \(p\)-value is achieved for \(T\).
- according to Table 2, the results of Table 3 based on \(T\) is coincident with the truth since the data follows generalized FGM with \(p = q = 2\) and \(\theta = 0.464\).

Notice that according to Table 1, \(T\) is the best test statistic for \(n = 50\) in PQD case.

B) For pair of \((U, Li)\), according to the considered data, we test \(H_0 : \theta = 0\ vs \ H_2 : \theta \leq -0.5\ (\eta = -0.5)\) at level \(\alpha = 0.05\). Table 4 includes the values of test statistics, their critical values and associated \(p\)-values. Table 4 shows that

- LMPR test and Güven and Kotz test \((T)\) do not reject \(H_0\) in favor of \(H_1\).
- the maximum \(p\)-value is achieved for \(T\).
- according to Table 2, the results of Table 4 based on \(T\) is true since the data follows generalized FGM with \(p = q = 2\) and \(\theta = -0.430\).

Notice that according to Table 1, \(T\) is the best test statistic for \(n = 50\) in NQD case.

4. Concluding remarks

Amini et al. (2010, 2011) compared the power of tests proposed by Kochar and Gupta (1987) in FGM distribution with those proposed by Güven and Kotz (2008) for testing independence against strict PQD or NQD. Some authors introduced a test statistic for testing independence against strict PQD or NQD; however, these tests have not been compared. So selecting the best test and improving the results obtained by Amini et al. (2010, 2011), we consider some rank tests and compare them with the class of tests proposed by Kochar and Gupta (1987) and the test statistic proposed by Güven and Kotz (2008) for testing independence against strict PQD or NQD in generalized FGM family.

In Table 1 and Figures 1–6, we can see that for all \(n\) and \(\theta\), the test statistic proposed by Güven and Kotz (2008) is the best competitor. These results confirm the results of Amini et al. (2010, 2011). Finally, we explore the results using two actual example for PQD and NQD cases for more justifications.

It is noted that the present results are valid for FGM distribution family and its generalized version introduced by Bairamov and Kotz (2002); therefore, the extension of the current work to other kinds of copulas remains an open problem for new researches.

Acknowledgements

The research was supported by a grant from Ferdowsi University of Mashhad (No. MS93322JAB).
Comparing the empirical powers of several independence tests in generalized FGM family

References


*Received March 1, 2016; Revised May 2, 2016; Accepted May 3, 2016*