Prismatic Series Elastic Actuator: Modelling and Control by ICA and PSO-Tuned Fractional Order PID
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Abstract: This paper presents dynamic modelling and control of a linear prismatic series elastic actuator. Since this actuator has the capability of generating large torques, it is increasingly used in the human-assistive robotic systems. Due to having the human in the loop, the actuator requires precise control. A fractional PID controller is used for the control to improve performance because this controller has more additional degrees of freedom than the classical PID. The actuator has one servo driver and five controller gains to be tuned. The gains are optimized using both Particle Swarm Optimization (PSO) and Imperialist Competitive Algorithms (ICA). Comparison of the results from the two optimization methods illustrates that the PSO tuned FOPID controller has a slightly better performance, faster convergence and better settling time. Next, the PSO tuned controller is compared with a Genetic Algorithm (GA) tuned PID controller. It is shown that the PSO tuned FOPID controller continues to offer better performance, especially in terms of rise time and settling time.
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1 INTRODUCTION

A series elastic actuator (SEA), shown in Fig. 1 is a variable stiffness actuator and includes an elastic element, a linear spring, placed between the gear motor and the load. An additional elastic element is used to elastically decouple the actuator from the load and improves tolerance to mechanical shocks. If proper stiffness is selected based on the desired task, then the spring can provide additional protection of the motor and gearbox in the case of unwanted collisions on the output links [1]. The SEAs are increasingly applied to human-assisted robotic systems because of this ability. Human assistive robots, i.e., systems that assist human motions with actuation capabilities, have been intensively developed in recent years [1-2]. Actuators with capability of generating large torques are required to effectively assist human motions. In human-assistance scenarios, the actuator is connected to single or multiple joints of human in order to provide assistive torques. Due to having a patient in the control loop, meeting precise control demands is important and required. The increasingly usage of series elastic actuators in human assistive robots and the need for precise control has drawn a lot of attention in recent years. Control of SEA with a PID-type controller was proposed by Au [3] in 2006. In 2009 Kong [4] presented force control of a rotary series elastic actuator. A study on force control of a SEA with rotary spring by using PID controller was reported by Taylor [5] in 2011. Hutter [6] in 2011 studied fast position control of high compliant series elastic actuator. Misgeld et al., [7] in 2014 studied robust control of adjustable compliant actuators.

The Fractional Order Calculus (FOC) constitutes a branch of mathematics that deals with derivatives and integrals from non-integer orders. Although FOC is a more than 300 years old topic, its great consequences in contemporary theoretical and experimental research including in the area of control theory have been widely discussed recently. Fractional order proportional-integral-derivative (FOPID) controllers have received a considerable attention in the last years both from academic and industrial point of view. As there are five parameters to select instead of three in standard PID type controllers, these controllers provide more flexibility in the controller design. However, this also implies that tuning of the controller can be much more complex. During last years, several techniques have been suggested for tuning of the controller gains. For the first time, the concept of FOPID controller and its better performance in comparison with the classical PID controller was introduced by Podlunby [8] in 1997.


Imperialist Competitive Algorithm (ICA) is a novel evolutionary optimization algorithm. ICA was introduced firstly in 2007 By Atashpaz-Gargari and Lucas [17]. This method has extensively been used to solve different kinds of optimization problems. In [12], [13] and [18] ICA is used to optimize PID type controller's parameters for SISO systems. Particle Swarm optimization (PSO) is one of the most important swarm intelligence paradigms [19]. In 2012 a study on comparison of two optimization methods of gain tuning of FOPID controller: differential evolution and PSO algorithm, was reported by Bingul and Karahan [20]. Mohamed Hussain et al., [21] in 2014 studied PID controller tuning methods in comparison with PSO algorithm. Saleem and Taha [22] in 2015 used PSO-tuned cascade PID controller to control a servo-pneumatic system.

This paper presents dynamic modelling and control of a prismatic series elastic actuator. Fractional order PID controller is selected as the control rule. In order to optimize the controller gains, two optimization methods: PSO algorithm and ICA are used and compared.
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The outline of this paper is as follows. Dynamic modelling of the system is presented in section 3 and a FOPID controller is designed in section 4. The procedure of gain optimization and results are presented in section 5 and 6, respectively. Finally, concluding discussion is given in section 7.

2 MODELLING

A simple model for an actuator with a series elastic element is shown in Fig. 2.

The notations used in Fig. 2, represent: motor: $M$, mass of nut and ball screw: $m_1$, spring stiffness: $K_s$, coulomb friction constant of guides: $C_d$, coulomb friction constant between load and fixed part of SEA: $C_o$, load mass: $m_2$, movement of load: $X_o$, movement of shaft: $X$ and output force: $F_o$. The friction is assumed to be negligible [23], and then control of a simple model is proposed.

Referring to Fig. 2, by applying Newton's law the relations between $X_o$, motor force, $F_m$, and $F_o$ can be written as below (Eq. 1 and 2),

$$m_1 \ddot{x} = F_m - k_s (x - x_o) \quad (1)$$

$$F_o = k_s (x - x_o) \quad (2)$$

By taking Laplace transform, an expression relating $F_m$ and $F_o$ can be found as,

$$F'_m(s) = \left(\frac{k_s}{m_1 s^2 + k_s}\right)F_m(s) - \left(\frac{k_s m_1 s^2}{m_1 s^2 + k_s}\right)X_o(s) \quad (3)$$

Equation 3 shows how $F_m$ needs to vary to give a desired output force while the output load is moving. The block diagram of the system is shown in Fig. 3.

3 CONTROL

Figure 4 illustrates a drawing of the proposed control scheme. It includes the feed forward terms and the FOPID control loop.

The feed forward gains can be obtained by,

$$F'_m(s) = F'_m(s)\left(\frac{m_1}{k_s} s^2 + 1\right) + m_1 s^2 X_o(s) \quad (4)$$

The value of the parameters in the above transfer functions are listed in the table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Transitions selected for thermometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>$k_s$ (N/m)</td>
</tr>
<tr>
<td>value</td>
<td>60</td>
</tr>
</tbody>
</table>

A. Fractional Calculus

The fundamental operator $a D^\alpha f(t)$ is a combined differentiation-integration operator commonly used in fractional calculus. The $a D^\alpha$ is called the fractional derivative-integral of order $\alpha$ with respect to variable $t$ and with the starting point $a$. It is defined as Eq. (5) [5]:
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The most frequently used three definitions for the fractional derivatives are the Grunwald-Letnikov (GL), the Riemann-Liouville (RL) and the Caputo definition [24]. The GL fractional derivative which is used here has the following form (Eq. (5)),

$$
{_{a}D^{r}_{t}}f(t) = \lim_{h \to 0} h^{-r} \sum_{j=0}^{\lfloor \frac{r}{h} \rfloor} \Gamma \left( \frac{r}{h} + 1 \right) \left( 1 - \frac{j}{\lfloor \frac{r}{h} \rfloor + 1} \right) f(t - jh)
$$

(6)

Where $[.]$ designates the integer part.

For the computation of the coefficients to obtain the numerical solution, when $\alpha$ has a fixed value of derivative order, the following recursive formula (Eq. (7) and (8)) can be used [25]:

$$
{_{a}D^{r}_{t}}f(t) \approx \lim_{h \to 0} h^{-r} \sum_{j=0}^{\lfloor \frac{r}{h} \rfloor} \omega^{(\alpha)}_{j} f(t - jh)
$$

(7)

Where,

$$
\omega^{(\alpha)}_{0} = 1, \quad \omega^{(\alpha)}_{j} = \left( 1 - \frac{\alpha + 1}{j} \right) \omega^{(\alpha)}_{j-1}
$$

(8)

Laplace transform of non-integer order derivatives is a fundamental tool in design of a FOPID controller. In the case of Laplace transform, there is no significant difference with respect to the classical case. Besides, Inverse Laplace transformation is necessary for time domain representation of the system. The Laplace transformation is described by the following equation (Eq. 9) [20]:

$$
L[_{a}D^{\alpha}_{t}f(t)] = s^\alpha L[f(t)]
$$

(9)

B. Fractional order PID (FOPID) Controller

The integral-differential equation defining the control action of a fractional order PID ($PI^{\lambda}_{\delta}D^{\mu}$) controller is given by (Eq. 10):

$$
u(t) = K_{p}e(t) + K_{i}D^{\lambda-e(t)} + K_{d}D^{\delta}e(t)
$$

(10)

Where $e(t)$ is the error signal of the tracking system, $u(t)$ is the control signal, $\lambda$ and $\delta$ are positive real numbers; $K_{p}$ is the proportional gain, $K_{i}$ is the integration constant and $K_{d}$ is the differentiation constant. The $PI^{\lambda}_{\delta}D^{\mu}$ controller, also known as $PI^{\lambda}_{\delta}D^{\mu}$ controller, was studied in time domain in [26] and in frequency domain in [27].

The initial values for the controller’s parameters were found with the traditional Ziegler-Nichols (Z-N) method [28]. Sustained oscillations are observed quite easily and the Z-N formula gives initial values for proportional, integrative and derivative parameters as shown in table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$K_{p}$</th>
<th>$K_{i}$</th>
<th>$\lambda$</th>
<th>$K_{d}$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>2</td>
<td>0</td>
<td>-3</td>
<td>3</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The time response of the controlled system which is tuned by Z-N tuning technique is shown in Fig. 5.

Fig. 5 Closed loop response for the Z-N tuned FOPID controller

Characteristics of the response, settling time and overshoot are 3.08s and 86%, respectively.

4 OPTIMIZATION METHODS

Evolutionary algorithms differ from the traditional optimization techniques in that EAs make use of a population of solutions, not a single point solution. Thus, EAs can find multiple optimal solutions in one single run due to their population-approach. Considering many points in the search space, it is more likely converging to the global optimum. An iteration of EA involves a competitive selection that weeds out poor solutions and offspring generation mechanism. Several evolutionary search algorithms like GA, DE, PSO, ICA were developed independently. These algorithms differ in selection, offspring generation and replacement mechanisms. In order to solve global functional optimization problems, PSO is a well-known algorithm and ICA is a more recently introduced optimization method, hence these algorithms are
employed in this paper. These algorithms are briefly explained in this section.

A. The PSO algorithm

PSO is one of the modern Heuristics algorithms and was developed through simulation of a simplified social system. It has been found that this optimization algorithm is robust in solving continuous non-linear optimization problems [29].

This method is based on evolutionary computation technique. The basic PSO is developed from research on the social behavior of the birds and fishes. Individual birds and fishes exchange information about their position, velocity, and fitness, and the behavior of the flock is then influenced to increase the probability of migration to regions of high fitness [29-30]. In PSO, instead of using genetic operators, individuals called as particles are “evolved” by cooperation and competition among themselves through generations [31].

A particle represents a potential solution to a problem. Each particle adjusts its flying according to its own flying experience and its companion flying experience. Each particle is treated as a point in a D-dimensional space. The i th particle is represented as:

\[ X_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \]

The best previous position (giving the minimum fitness value) of any particle is recorded and represented as \( P_i = (p_{i1}, p_{i2}, \ldots, p_{id}) \), this is called \( p_{best} \).

The index of the best particle among all particles in the population is represented by the symbol \( g \), called as \( g_{best} \). The velocity of the particle \( i \) is represented as:

\[ V_i = (v_{i1}, v_{i2}, \ldots, v_{id}) \]

The particles are updated according to the following equations (Eq. 11 & 12):

\[
V_{i,m}^{(t+1)} = W V_{i,m}^{(t)} + C_1 \times \text{rand} () \times (P_{best} - X_{i,m}^{(t)}) + C_2 \times \text{rand} () \times (g_{best} - X_{i,m}^{(t)}) \\
X_{i,m}^{(t+1)} = X_{i,m}^{(t)} + V_{i,m}^{(t+1)}
\]

(11)

Where \( C_1 \) and \( C_2 \) are two positive constant. As recommended in [31], the constants are \( C_1 = C_2 = 1.49 \).

While \( \text{rand} () \) is random function between 0 and 1, and \( n \) represents iteration. Eq.11 is used to calculate particle’s new velocity according to its previous velocity and the distances of its current position from its own best experience (position) and the group’s best experience. Then the particle flies toward a new position.

Kumar and Gupta reported in [32] that limiting the particle velocity in the \( i \)-th dimension by some maximum and minimum value (Eq. 13 & 14) enhances the local exploration of the problem space.

\[
\text{if } v_{i,m}^{(t+1)} > V_{max} \text{, then } v_{i,m}^{(t+1)} = V_{max} \\
\text{if } v_{i,g}^{(t+1)} < V_{min} \text{, then } v_{i,g}^{(t+1)} = V_{min}
\]

The performance of each particle is measured according to a predefined fitness function which is related to the problem to be solved. Inertia weight, \( W \), is brought into the equation to balance between the global search and local search capability. It can be a positive constant or even positive linear or nonlinear function of time.

The pseudo-code of the algorithm is as follows:

1. Select some random points on the function and initialize the individuals of the population.
2. Calculate each individual’s Evaluation Value (EV).
3. Compare each individual’s EV with its Pbest and select the individual with the best EV as gbest.
4. Modify the member velocity \( v \) of each individual.
5. Modify the member position of each individual.
6. If change of each individual’s velocity value is less than the criteria value stop, if not go to 2.
7. The individual that generates the latest gbest is an optimal controller parameter.

B. The ICA algorithm

Imperialist Competitive Algorithm is a global search strategy that uses the socio-political competition among empires as a source of inspiration.

Like other evolutionary ones that start with initial population, ICA begins with initial empires. Any individual of an empire is a country. ‘Country’ is an array of variables \(( p_i )\) to be optimized. It is similar to ‘chromosome’ in GA terminology. This array is defined by \( \text{Country} = [p_1, p_2, p_3, \ldots, p_{N_{var}}] \).

In an \( N_{var} \)-dimensional optimization problem, a country is a \( 1 \times N_{var} \) array. There are two types of countries; colony and imperialist state that collectively form empires. Imperialistic competitions among these empires form the basis of the ICA [33].

Some of the best countries (in optimization terminology, countries with the least cost) are selected.
to be the imperialist states and the rest form the colonies of these imperialists. All the colonies of initial countries are divided among the mentioned imperialists based on their power. To proportionally divide the colonies among imperialists, the normalized cost of an imperialist (Nor.\(c_n\)) is defined by:

\[
Nor\,c_n = c_n - \max \{c_i\}
\]  

(15)

Where \(c_n\) and \(Nor.\,c_n\) are respectively the cost of the \(n\)-th imperialist and its normalized cost. Then, the normalized power of each imperialist is defined by (Eq. 16):

\[
P_n = \left| \sum_{i=1}^{\text{Max}} \frac{\text{Nor.} \, c_i}{\text{Num.} \, \text{Col}_n} \right|
\]  

(16)

Where \(N_{\text{imp}}\) is the number of imperialists. Then the initial number of colonies of an empire can be calculated by (Eq. 17):

\[
\text{Num.} \, \text{Col}_n = \text{round} \left\{ p_n \, N_{\text{col}} \right\}
\]  

(17)

Where \(\text{Num.} \, \text{Col}_n\) is the initial number of colonies of the \(n\)-th empire and \(N_{\text{col}}\) is the number of all colonies. These colonies along with the imperialist will form \(n\)-th empire.

After forming initial empires, the colonies in each of them start moving toward their relevant imperialist country. In this movement each colony moves toward the imperialist by \(x\) units and a deviation of \(\theta\) from the direct path between the colony and the imperialist. \(x\) is a random variable with uniform (or any proper) distribution. Then (Eq. 18):

\[
x \in U(0, \beta \times d)
\]  

(18)

Where \(\beta\) is a number greater than one and \(d\) is the distance between the colony and the imperialist state. \(\beta \geq 1\) causes the colonies to get closer from both sides. Also \(\theta\) is a parameter with uniform (or any proper) distribution. Then (Eq. 19):

\[
\theta \in U(-\gamma, \gamma)
\]  

(19)

Where \(\gamma\) is a parameter that adjusts the deviation from the original direction. Deviation of \(\theta\) is added to the direction of movement to increase the ability of searching more area around the imperialist. By adding this deviation, assimilating the colonies by the imperialist states would not happen in direct movement of the colonies toward the imperialist. In most implementations, a value of about two for \(\beta\) and about \(\pi/4\) (rad.) for \(\gamma\) results in good convergence of countries to the global minimum [34].

During this competition, weak empires collapse and powerful ones take possession of their colonies. In modelling collapse mechanism different criteria can be defined for considering an empire powerless. In most of the implementations, it is assumed that an empire would be collapsed and eliminated, when it loses all of its colonies. If after this movement one of the colonies possesses more power than its relevant imperialist, they will exchange their positions. To begin the competition between empires, total objective function of each empire should be calculated. The total power of an empire depends on both the power of the imperialist country and the power of its colonies. This fact is modelled by defining the total power of an empire as the power of imperialist country plus a percentage of mean power of its colonies (Eq. 20),

\[
T\,PC_i = PC(\text{imperialist}_i) + \zeta \text{mean}\{PC(\text{Colonies of empire}_i)\}
\]  

(20)

Where \(T\,PC_i\) is the total cost of the \(i\)-th empire and \(\zeta\) is a positive small number. A little value for \(\zeta\) causes the total power of the empire to be determined by just the imperialist and increasing it will increase the role of the colonies in determining the total power of an empire. The value of 0.1 for \(\zeta\) has shown good results in most of the implementations [35].

Imperialistic competition converge to a state in which there exist only one empire and its colonies are in the same position and have the same cost as the imperialist. The pseudo-code of the algorithm is as follows [34].

1. Select some random points on the function and initialize the empires.
2. Move the colonies toward their relevant imperialist (assimilation).
3. If there is a colony in an empire which has lower cost than that of the imperialist, exchange the positions of that colony and the imperialist.
4. Compute the total cost of all empires (related to the power of both the imperialist and its colonies).
5. Pick the weakest colony (colonies) from the weakest empires and give it (them) to the empire that has the most likelihood to possess it (imperialistic competition).
6. Eliminate the powerless empires.
7. If there is only one empire left, stop, if not go to 2...
5 RESULTS

In the both methods, the number of selected generation is 100 and the population size is 50, the other PSO and ICA specific parameters are listed in table 3 and 4, respectively.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>The Selected PSO parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>Inertia weight factor</td>
<td>0.4</td>
</tr>
<tr>
<td>Acceleration constant $C_1$</td>
<td>0.82</td>
</tr>
<tr>
<td>Acceleration constant $C_2$</td>
<td>0.82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>The Selected ICA parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>Revolution rate</td>
<td>0.3</td>
</tr>
<tr>
<td>Number of countries</td>
<td>100</td>
</tr>
<tr>
<td>Number of initial Imperialists</td>
<td>5</td>
</tr>
<tr>
<td>Number of Decades</td>
<td>100</td>
</tr>
<tr>
<td>Assimilation coefficient</td>
<td>0.5</td>
</tr>
<tr>
<td>Assimilation angle coefficient</td>
<td>0.5</td>
</tr>
<tr>
<td>Zeta</td>
<td>0.02</td>
</tr>
</tbody>
</table>

For optimal tuning of the controller parameters using evolutionary algorithms, it is necessary to use a proper objective function. In this paper, the transient and steady state response of the system are used to evaluate the performance of the designed FOPID controller. The characteristics representing transient and steady state response - Overshoot ($M_p$), Settling time ($T_s$) and integral of time weighted absolute error ($ITAE$) - are used to evaluate the designed controller. A good controller results in the output to have low values for $T_s$, $M_p$ and $ITAE$. The multi objective design problem is converted to single objective one by considering a linear combination of all criteria. Therefore (Eq.21)

\[
\text{Cost function} = w_1 ITAE + w_2 M_p + w_3 T_s \tag{21}
\]

$W_i$'s are the weights which must be determined by designer.

The optimization problem can be stated as minimizing cost function considering the following constraints:

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>Variable min ($K_p$, $K_d$, Miu)</td>
<td>(0,0,0.001)</td>
</tr>
<tr>
<td>Variable min ($K_p$, $K_d$, Miu)</td>
<td>(15,15,1)</td>
</tr>
</tbody>
</table>

Figure 6 shows the initial population of each empire for ICA algorithm. In this figure the first imperialist has formed the most powerful empire and has the greatest number of colonies.

Empires at iteration (decade) 50 and 100 are shown in Fig. 7 and Fig. 8.
Both ICA and PSO algorithms are programmed in MATLAB and run on an ADM PC, CPU 65X2 Dual Core Processor 4200 2.2 GHz, RAM 1GB. By minimizing the objective function, the optimal values of parameters and computation time are as below (table 6):

<table>
<thead>
<tr>
<th>Optimal values</th>
<th>PSO</th>
<th>ICA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>1.073</td>
<td>1.44</td>
</tr>
<tr>
<td>$K_d$</td>
<td>15</td>
<td>14.9</td>
</tr>
<tr>
<td>Miu</td>
<td>0.208</td>
<td>0.24</td>
</tr>
<tr>
<td>MP</td>
<td>67%</td>
<td>68%</td>
</tr>
<tr>
<td>$T_s$</td>
<td>0.97</td>
<td>1.04</td>
</tr>
<tr>
<td>Cost function</td>
<td>1019</td>
<td>1046</td>
</tr>
<tr>
<td>Computation time (hr)</td>
<td>3</td>
<td>10.5</td>
</tr>
</tbody>
</table>

By using optimization method, 20% and 66% improvement in settling time and overshoot, are achieved respectively. Figure 9 shows the convergence history for the best cost and mean cost of ICA, and Fig. 10 demonstrates the iteration process of cost for ICA and PSO methods. In Fig. 9 Mean cost is average of all empires' cost. As it is observed after the number of empires reduced to 1 in decade 43 mean cost is calculated based on only the remained empire and is equal to it.

As it can be observed in Fig. 9 the PSO algorithm produces the least cost and performs better than the other algorithm. Closed loop response of SEA system with PSO-tuned and ICA-tuned FOPID are illustrated in Fig. 11.

Considering Fig. 11, it can be resulted that there is no significant difference between the performance of ICA and PSO algorithm in tuning of FOPID controller. To evaluate the performance of FOPID controller, it was compared with the GA-tuned PID controller. Genetic Algorithm is selected as the optimization method because many researches confirmed that GA has a good performance in tuning of PID controller [36]. The closed loop responses of SEA system to a unit step in the presence of PID and FOPID controllers are given Fig. 12. It is worth mentioning that optimized value of the objective function for the SEA system with GA-PID controllers is 3720. Also settling time and overshoot are 1.52 (s) and 67% respectively.
It can be observed from the Fig. 12 that the FOPID controller gives better performance with respect to the regular PID controller, especially in terms of settling time.

6 CONCLUSION

In this paper, dynamic modelling and control of a series elastic actuator with a fractional order PID controller was proposed. Optimization of the controller’s gains was carried out using two optimization method: PSO algorithm and ICA method. Comparison of the results with the one obtained from the Zigler-Nichols tuned FOPID controller showed 20% and 66% improvement in overshoot and settling time, respectively. Next, performance of the two optimization methods was compared. Results showed that the performance of the two tuned controllers did not differ significantly; about 7% and 2% improvement in settling time and overshoot is achieved using PSO algorithm. However, the average computation time used to tune the FOPID by ICA method was about 2 times more time consuming than PSO algorithm. Finally, to evaluate the performance of the optimized FOPID, a comparison between the PSO-tuned FOPID and GA-PID was made. Results show that the optimized PSO-tuned FOPID has about 50% faster response time than the GA-tuned PID.
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