Pre-Training of an Artificial Neural Network for Software Fault Prediction

Moein Owhadi-Kareshk¹, Yasser Sedaghat², Mohammad-R. Akbarzadeh-T.¹*  

¹ Center of Excellence on Soft Computing and Intelligent Information Processing (SCIIP)  
² Dependable Distributed Embedded Systems (DDEmS) Laboratory  
Department of Computer Engineering  
Ferdowsi University of Mashhad (FUM), Mashhad, Iran  
owhadi@mail.um.ac.ir, y_sedaghat@um.ac.ir, akbazar@um.ac.ir  

Abstract—Software fault prediction is one of the significant stages in the software testing process. At this stage, the probability of fault occurrence is predicted based on the documented information of the software systems that are already tested. Using this prior knowledge, developers and testing teams can better manage the testing process. There are many efforts in the field of machine learning to solve this classification problem. We propose to use a pre-training technique for a shallow, i.e. with fewer hidden layers, Artificial Neural Network (ANN). While this method is usually employed to prevent over-fitting in deep ANNs, our results indicate that even in a shallow network, it improves the accuracy by escaping from local minima. We compare the proposed method with four SVM-based classifiers and a regular ANN without pre-training on seven datasets from NASA codes in the PROMISE repository. Results confirm that the pre-training improves accuracy by achieving the best overall ranking of 1.43. Among seven datasets, our method has higher accuracy in four of them, while ANN and support vector machine are the best for two and one datasets, respectively.
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I. INTRODUCTION

Software systems play a key role in today’s life. There are many software applications whose fault occurrence can lead to critical problems. In these safety-critical applications, the number of faults, errors, and failures should be minimized as much as possible. One of the most effective stages to build a fault-free software is predicting faults in under-developing software systems. Employing this prediction, the testing teams can manage their resources and focus on the software modules with higher expected probability of faults. The software fault prediction is based on the data of software systems that are already developed and tested. The features of an under-testing software are compared with the developed software systems; and based on the faults of those systems, an estimation for the number of faults in the under-testing software is calculated.

From the statistics and machine learning viewpoints, if we aim to predict the number of faults, the problem is a regression problem; and if determining the faulty or fault-free status of a module is important, the problem is a binary classification problem. In this paper, we focus on the second case. There are many efforts to predict the faults of a new code or software in the literature. In the most basic studies, the logistic regression is employed to train another subsequent 2-layer neural network. This procedure is continued until the final ANN with an appropriate number of layers is created. After that, an output layer is added to this ANN. Lastly, the network is trained and the weights and bias of the other layers are fine-tuned using labels in a supervised fashion. The initial point of searching for
the parameters is assigned randomly in the last layer. For the other layers, the initial point is set to the parameters of the pre-trained network, which is generated by the greedy layer-wise algorithm.

To create an unsupervised ANN using the greedy layer-wise algorithm, two types of 2-layer ANN can be employed, RBMs and AEs. RBMs are a special version of Boltzmann Machines, which there is no connection between the neurons of each layer. Using this restriction, these models can be trained by Contrastive Divergence (CD) [26], Persistent CD (PCD) [27], fast PCD [28] and parallel tempering [29]. An energy function is defined for RBMs, training of an RBM means finding the weights and bias such that the energy function is minimized. AEs are trained by stochastic gradient descent [30]. These networks aim to create a new representation of data and then, using this representation, reconstruct the original input. Minimizing the difference between the reconstruction and the original input is the target of AEs. If the size of the new representation is bigger than the input (i.e. have more neurons) the AE is so-called over-complete and otherwise, the model is under-complete.

A regular AE usually cannot extract meaningful features to create a good representation. In the over-complete AEs, the model can simply copy the original input to the new representation. Also, an under-complete AE does not necessarily extract a suitable representation. For solving this problem, an extra constraint is considered for the training of the AEs. One of the popular methods is sparsity regularization [31] that aims to force the neurons of the hidden layer to be zero [32] [33]. The Contractive AEs (CAEs) [34] aim to minimize the derivatives of the hidden layer and in the other words, minimize the sensitivity of the model to its input. Denoising AE (DAE) [35] [36] is among the most effective ways to regularize AEs. In this variant, an artificial noise is added on the data and it is expected that the model can reconstruct the original input from this noisy version of the data. Therefore, the model cannot minimize the reconstruction error by memorizing the input and it should learn the overall structure (manifold) of the data. We use a DAE to pre-train a shallow ANN for predicting the faults of software systems. Moreover, our method has only six neurons in its hidden layer and therefore, the computational cost is low.

We study our method with seven datasets from PROMISE [37] data repository of NASA [38]. The results show that the idea of pre-training improves the accuracy in comparison with the traditional ANN and SVM with different feature extraction methods. According to the definition of our problem, the execution time is not a critical measure and hence, it is not reported here. In the next section, the metrics for extracting data from code are explained. In Section 3, we introduce the pre-training technique for shallow networks. Section 4 consists of the results and their analysis. Finally, in Section 5, we have a conclusion and introduce some suggestions to improve the results of this paper.

II. SOFTWARE FAULT PREDICTION AND METRICS

In the process of developing a software system, unit testing is applied when a module is created. In this phase, a testing team or the developers aim to find the faults of the modules and document these faults and their properties. The idea behind the software fault prediction is that we can use these documents to have more effective software testing for under-developing modules. Employing the data of previous tests, the existence or even the number of faults of an under-developing module can be estimated. Using this estimation, the testing team can divide the resources based on the expected number of faults. To have a suitable prediction, several appropriate features should be extracted from the code, which have direct and meaningful effects on the occurrence of faults. Several feature sets are proposed, but the McCabe [39] and Halstead [40] are among the most well-known ones.

The McCabe metrics consist of four subsets as Table I. The essential concept in these metrics is the flow graph. The nodes in this directed graph are the code statements and the arcs are the flow control between the statements. A D-structured prime also indicates the sub-graphs of the flow graph which has only one input and one output. The Halstead metrics are also introduced to measure the complexity of the code and do not consider the platforms. Its parameters can be divided into two main groups, basic and derived metrics. Table II illustrates these metrics. The first four cases are the basic metrics and the rest of the table consists of the derived ones.

<table>
<thead>
<tr>
<th>No.</th>
<th>Sub-Metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cyclomatic complexity</td>
<td>This metric is calculated by ( v(g) = e - n + 2 ) where, ( g ) is the flow graph of the code, ( e ) is the number of arcs and ( n ) is the number of nodes.</td>
</tr>
<tr>
<td>2</td>
<td>Essential complexity</td>
<td>The equation ( ev(g) = v(g) - m ) is employed for calculating this metric where, ( m ) is the number of D-structured primes</td>
</tr>
<tr>
<td>3</td>
<td>Design complexity</td>
<td>The flow graph is reduced to eliminate the chunks that have not influence on the interrelationship between the code segments. This metric is indicated by ( ev(g') ) where ( g' ) is the reduced graph.</td>
</tr>
<tr>
<td>4</td>
<td>Lines of Code</td>
<td>The number of lines regarding to McCabe metrics</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_1 )</td>
<td>The total number of operators ( (N_1) )</td>
</tr>
<tr>
<td>( N_2 )</td>
<td>The total number of operands ( (N_2) )</td>
</tr>
<tr>
<td>( \eta_1 )</td>
<td>The number of distinct operators ( (\eta_1) )</td>
</tr>
<tr>
<td>( \eta_2 )</td>
<td>The number of distinct operands ( (\eta_2) )</td>
</tr>
<tr>
<td>( N )</td>
<td>Program length ( (N = N_1 + N_2) )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Program vocabulary ( (\eta = \eta_1 + \eta_2) )</td>
</tr>
<tr>
<td>( V )</td>
<td>Volume ( (V = N + \log_2 \eta) )</td>
</tr>
<tr>
<td>( D )</td>
<td>Difficulty ( (D = \frac{N_2}{2} )</td>
</tr>
<tr>
<td>( E )</td>
<td>Effort ( (E = D + V) )</td>
</tr>
<tr>
<td>( \bar{N} )</td>
<td>Calculated program length ( \bar{N} = \eta_1 \log_2 \eta_1 + \eta_2 \log_2 \eta_2 )</td>
</tr>
<tr>
<td>( T )</td>
<td>Time required to program ( (T = \frac{E}{2}) )</td>
</tr>
<tr>
<td>( B )</td>
<td>Number of delivered bugs ( (B = \frac{V}{2000}) )</td>
</tr>
</tbody>
</table>
III. PRE-TRAINING OF ANNS WITH DAES

In this section, we introduce the pre-training technique which we use for software fault prediction. The pre-training technique is employed for initialization of an ANN. Therefore, instead of starting the gradient descent from a random point, a data-driven starting point is calculated in an unsupervised fashion. In this paper, we employ DAES that are a variation of AEs that mount artificial noise on data as a regularization approach. These mathematical models can extract meaningful information from raw data. Firstly, a DAE is trained by gradient descent. After the training phase, this network can create a new transformation from its input data. Afterwards, the weights and bias of this network can be considered as a good unsupervised estimation for the weights and bias of the network in the supervised fashion. Therefore, the searching procedure of the parameters in the supervised neural network is started from the weights and bias of DAE. After that, an output layer is added to the network. In the last step, the learning process is starting again for fine-tuning the weights and bias of the hidden layer together with calculating the weights and bias of the last layer. Traditionally, the pre-training method is employed for deep neural networks, but we employ it in a shallow network with just one hidden layer and show that this method improves the results in comparison with randomly standard ANNs and several SVM-based classifiers.

AE is a 2-layer unsupervised ANN. As Fig. 1, this network receives the input data \(x\) and the latent variable \(y\) is created using the transformation \(f(x)\). This procedure is so-called encoding and layer \(y\) is often called a new representation or code. After that, the network aims to reconstruct its input by transformation \(g(y)\) and creates the reconstruction layer \(z\), which is called the decoding process.

As in (1), a nonlinear function \(s\) followed by an affine function (with weight \(w\) and bias \(b\)) are applied on \(x\) for creating a new representation of data.

\[
y = f(x) = s(w^T x + b)
\]  

After that, by using a nonlinear function \(g\), weights \(w'\) and bias \(d\), the input is reconstructed as shown in (2). The tied weights, \(w''=w'\), is used in (2). We use the Sigmoid function as \(s\) and \(g\) for both encoding and decoding phases.

\[
z = g(y) = g(w'^T y + d)
\]

If representation \(y\) consists of meaningful information about the input \(x\), it is expected that \(x\) and its reconstruction \(z\) are close as much as possible. Hence, the cost function of AE is the difference between the input and its reconstruction. Equation (3) is employed for this purpose.

\[
l(x,z) = \|z - x\|^2
\]

A regular AE without any extra constraints usually cannot extract meaningful and robust features and therefore, several approaches for its regularizing are proposed. In this paper, we use DAE as one of the most effective approaches that mounts an artificial noise on the input data by function \(q\). A robust model should be capable of denoising, i.e. removing the artificial noise, by learning the main structure (manifold) of the data. If the model tries to just memorize its input, it cannot reconstruct it after mounting the artificial noise. This noise can be Masking, Salt & Pepper (for images), Additive white Gaussian noise (AWGN), etc. In this paper, the masking noise is employed. Fig. 2 illustrates a DAE. It is important to note that adding noise to the data is only applied in the training phase and after that, in the testing phase, the clean data are fed to the network.

Using a DAE, we estimate the weights and bias of the final supervised ANN in an unsupervised fashion. The pre-training technique prevents the over-fitting in ANNs. In this technique, the network actually learns the distribution of data and can distinguish between the actual input data and random input. The reconstruction error is low for the data on the manifold of the training dataset. In the subsequent fine-tuning phase, the weights and bias of the first layer are improved and the weights and bias of the second supervised layer are learned. The error back-propagation is much effective in the last layer and the learning is slower for the first layers. It is because the derivatives are becoming close to zero in these layers. Hence, the pre-training is a good option for the first layers.
IV. EXPERIMENTS

In this section, we bring the results of the implementation of the pre-trained ANN for software fault prediction. The configuration and conditions of experiments are described in Subsection A. In Subsection B, we present the results and analyze them. Finally, the sensitivity of the proposed method to its main hyper-parameter is investigated in Subsection C.

A. Configuration of Experiments

There are two main groups of employed datasets for software fault prediction, private and public. Although several private datasets are available for us, we prefer to use public datasets because comparing different methods are easier on these types of datasets. We employ seven datasets of PROMISE repository [37] that are introduced in Table III. These datasets are created by NASA [38] and consist of McCabe [39], Halstead [40] and some other basic features. Since the labels are just set to False and True values, this is a binary classification problem.

The proposed method is implemented in MATLAB [42] and to have a trusted comparison with SVM, LibSVM [43], as a well-known library is used. A system with Quad-Core Core i-7 4.00 GHz CPU, 8GB of RAM and 100GB SSD hard disk is employed to execute the code. The results are compared with the percentage of accuracy as (4).

\[
\text{Accuracy} = \frac{\text{\# Correctly classified Data}}{\text{\# All Data}} \tag{4}
\]

The proposed method is compared with the following methods:

- **SVM**: The Support Vector Machine (SVM) algorithm with Radial Basis Function (RBF) kernel.
- **PCA-SVM**: Extracting features by Principal Component Analysis (PCA) and then, classifying with kernel SVM.
- **KPCA-SVM**: Extracting features by Kernel PCA (KPCA) and then, using SVM for classification.
- **AE-SVM**: Extracting features by AE and then, using SVM for classification.
- **ANN**: A regular ANN without pre-training.

The Pre-ANN is our proposed method, which is an ANN with pre-training by DAE. In the above methods, the number of latent variables is considered as same as the proposed method that has six neurons in its hidden layer. We use 5-fold cross-validation to ensure the robustness of the results.

B. Results

Table IV presents the results of the experiments. As the table indicates, our proposed method has higher accuracy on four datasets (including the biggest one) and for the other three datasets; it stands in the second rank. The SVM is ranked first only on the pc1 dataset that the proposed method and the regular neural network are in the second place. The Mean of Ranking for our proposed method is 1.43.

C. Sensitivity to the Hyper-Parameter

If an algorithm is too sensitive to its hyper-parameters, finding the appropriate values become a challenge. Therefore, analyzing of the hyper-parameters is important. The main hyper-parameter of our proposed method is the number of neurons in the hidden layer or equivalently, the number of latent variables in the DAE. Based on the illustrated results in the Fig. 3, most datasets are not sensitive to the number of hidden neurons. However, the sensitivity is high for kc2 and kc3.

### Table III. THE DATASETS FROM PROMISE REPOSITORY

<table>
<thead>
<tr>
<th>No.</th>
<th>Datasets</th>
<th>No. of Instances</th>
<th>No. of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>pc1</td>
<td>705</td>
<td>37</td>
</tr>
<tr>
<td>2</td>
<td>pc2</td>
<td>745</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>pc3</td>
<td>1077</td>
<td>37</td>
</tr>
<tr>
<td>4</td>
<td>pc4</td>
<td>1458</td>
<td>37</td>
</tr>
<tr>
<td>5</td>
<td>kc2</td>
<td>522</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>kc3</td>
<td>194</td>
<td>39</td>
</tr>
<tr>
<td>7</td>
<td>jm1</td>
<td>7782</td>
<td>21</td>
</tr>
</tbody>
</table>

### Table IV. THE ACCURACY (RANK) OF OUR PROPOSED METHOD AND PREVIOUS METHODS

<table>
<thead>
<tr>
<th>Datasets</th>
<th>SVM</th>
<th>PCA-SVM</th>
<th>KPCA-SVM</th>
<th>AE-SVM</th>
<th>ANN</th>
<th>Pre-ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>pc1</td>
<td>92.62±2.2</td>
<td>78.72±2.2</td>
<td>80.57±5.3</td>
<td>77.45±2.5</td>
<td>91.06±3.1</td>
<td>91.06±1.6</td>
</tr>
<tr>
<td>pc2</td>
<td>97.58±1.5</td>
<td>92.62±0.9</td>
<td>91.14±0.8</td>
<td>86.31±5.4</td>
<td>97.72±1.0</td>
<td>97.82±1.1</td>
</tr>
<tr>
<td>pc3</td>
<td>86.35±1.8</td>
<td>75.20±3.0</td>
<td>77.44±2.5</td>
<td>75.40±4.0</td>
<td>86.07±3.0</td>
<td>83.51±3.2</td>
</tr>
<tr>
<td>pc4</td>
<td>87.38±1.6</td>
<td>78.05±6.7</td>
<td>78.25±6.6</td>
<td>78.53±7.7</td>
<td>89.17±2.3</td>
<td>87.66±3.6</td>
</tr>
<tr>
<td>kc2</td>
<td>77.77±3.7</td>
<td>79.32±5.0</td>
<td>77.96±3.2</td>
<td>78.14±4.9</td>
<td>83.51±3.2</td>
<td>81.06±5.3</td>
</tr>
<tr>
<td>kc3</td>
<td>80.94±4.6</td>
<td>68.03±7.0</td>
<td>64.97±5.8</td>
<td>68.54±3.9</td>
<td>79.38±8.7</td>
<td>81.46±6.1</td>
</tr>
<tr>
<td>jm1</td>
<td>70.78±0.9</td>
<td>70.08±1.6</td>
<td>69.74±0.9</td>
<td>68.93±1.6</td>
<td>78.56±1.6</td>
<td>78.82±0.7</td>
</tr>
</tbody>
</table>

Mean of Ranking: 2.86 for SVM, 4.57 for PCA-SVM, 4.71 for KPCA-SVM, 4.86 for AE-SVM, 2 for ANN, and 1.43 for Pre-ANN.
Figure 3. The Sensitivity of the proposed method to the number of neurons in the hidden layer

V. CONCLUSION AND FUTURE WORKS

In this paper, we aim to deal with the problem of software fault prediction. In this challenge, the status of faults of under-developing software systems is predicted based on the information of the software systems that are developed and tested already. This estimation increases the performance of the testing teams since they can focus on the modules that are expected to be faulty. There are several efforts to solve this problem in the field of machine learning. Two main lines of the previous works are the statistical machine learning (e.g. linear regression, logistic regression, SVM, etc.) and soft computing (e.g. ANNs, etc.). The ANNs usually can describe a more complex model and are suitable for today’s complicated problems.

We propose to use the pre-training technique to improve the performance of the shallow ANN for software fault predicting. In this method, instead of starting the training procedure from a random vector of weights and bias, the weights and bias of a trained DAE are employed which is learned without labels. The idea of unsupervised pre-training and subsequent supervised fine-tuning can increase the accuracy as the main measure of the software fault prediction. Because of the importance of the accuracy measure in this problem, the execution time is usually not considered. However, although this technique increases the execution time, growing the execution time is not a dilemma since the software fault prediction is not a real time problem. We compare our proposed method with SVM, SVM on the extracted features and ANNs without pre-training. To ensure the robustness of experiments, we use 5-fold cross-validation. The results show that the SVM is the best algorithm only on one dataset and ANN has the highest accuracy for two datasets. Our proposed method is the most effective technique for other four datasets. In the continuation of this work, we suggest improving the accuracy by using deep learning models. Using ensemble learning (e.g. Bagging and Boosting) can also improve the performance.
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