A framework to simulate small shallow inland water bodies in semi-arid regions
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\textbf{ABSTRACT}

In this study, a framework for simulating the flow field and heat transfer processes in small shallow inland water bodies has been developed. As the dynamics and thermal structure of these water bodies are crucial in studying the quality of stored water, and in assessing the heat fluxes from their surfaces as well, the heat transfer and temperature simulations were modeled. The proposed model is able to simulate the full 3-D water flow and heat transfer in the water body by applying complex and time varying boundary conditions. In this model, the continuity, momentum and temperature equations together with the turbulence equations, which comprise the buoyancy effect, have been solved. This model is built on the Reynolds Averaged Navier Stokes (RANS) equations with the widely used Boussinesq approach to solve the turbulence issues of the flow field. Micrometeorological data were obtained from an Automatic Weather Station (AWS) installed on the site and combined with field bathymetric measurements for the model. In the framework developed, a simple, applicable and generalizable approach is proposed for preparing the geometry of small shallow water bodies using coarsely measured bathymetry. All parts of the framework are based on open-source tools, which is essential for developing countries.

1. Introduction

Inland water bodies, especially small lakes and reservoirs, are used extensively throughout the world to store water for irrigation purposes, municipal water supply, recreation, and water treatment (Lee, 2007). In this study “small shallow lake” represents the inland water body with a surface area between 1.0 and 100 ha and a maximum depth of 5.0 m. The ability of these water bodies to function depends on the conditions within the water body, which can be influenced by the flow conditions and the temperature distribution. Understanding the conditions existing within shallow water bodies calls for details of the water column and can impose additional impacts on the waves. The time-dependent effects of wind shear stress over the flow can change the flow pattern and thermodynamics of the lake. Therefore, the effects of heat transfer and wind-induced flow in small shallow water bodies is complicated and needs the use of high-resolution conventional micrometeorological variables such as air temperature and wind velocity.

Accurate estimation of airflow and heat exchanges at the air-water interface in shallow reservoirs is vital for studying the heat, moisture, and momentum transfers between a water surface and its atmospheric boundary layer above. In shallow inland water bodies, the near-surface water temperature commonly follows the radiative forcing (solar radiation) trend with an increase during the day and a decrease during the night. The temperature gradient can move vertically into the water column by (effective) thermal diffusivity, which can be enhanced by the atmospheric parameters, water surface waves and the dynamics of the flow in the water body (Vercauteren et al., 2011; Yang et al., 2016). Eddy diffusivity and thermal conductivity are important parameters in simulating the diurnal evolution of the temperature in these water bodies (Yang et al., 2016). Wind over water surface affects lake currents, sensible and latent heat fluxes and turbulence as well as surface waves. The time-dependent effects of wind shear stress over the flow can change the flow pattern and thermodynamics of the lake. Therefore, the effects of heat transfer and wind-induced flow in small shallow water bodies is complicated and needs the use of high-resolution
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simulation to determine the flow variables.

During the last decades a large number of models with a wide range of complexity, from simple one-dimensional models to full three-di-

1. these models have been developed mainly for large and deep lakes where the impacts of the boundary conditions on the flow field and temperature dynamics could be ignored. On the contrary, the effects of boundary conditions on flow dynamics in small shallow water bodies has to be accurately accounted for;
2. these models have been mostly developed to study long-term effects of large-scale climate on lakes, which is difficult to do for small lakes due to the spatial resolution used in these models;
3. using these models for small reservoirs requires detailed long-term hydro-climatological field measurements to validate the model results where such data are rarely available for small shallow lakes;
4. one of the main challenges in using these models for small shallow lakes is the complex interaction between the water surface and the atmospheric boundary layer, which is the most important forcing term for vertical mixing and temperature dynamics in the water body;
5. most of these models do not include the effects of temperature on the flow field in the water body. Although some numerical models implement the temperature induced circulation in lakes and oceans, most of these models use the hydrostatic pressure approximation (Hodges et al., 2000; Svansson, 1998). According to some research findings, vertical velocity calculated using the hy-

5. most of these models do not include the effects of temperature on

Computational Fluid Dynamics (CFD) simulations are capable of predicting flow dynamics and temperature distributions in reservoirs with a better insight into the main mechanisms leading to stratification and circulation. CFD has widely been used in many environmental and water resources studies and has been considered as an economical and efficient tool in the simulation and analysis of the physics of fluid dynamics (Bartzanas et al., 2013; Chen et al., 2013; Goula et al., 2008; Lee et al., 2013; 2010).

Recently, some well validated commercial CFD codes (e.g. ANSYS Fluent, PHOENICS) and open-source codes (e.g. TELEMAC-MASCARET, Delft3D) have become available (ANSYS, 2016; Deltres, 2016; Open Telemac-Mascaret Consortium, 2016). Several studies have been conducted using these codes to obtain the hydrodynamic characteristics of small shallow water bodies (Haque et al., 2007; Politano et al., 2008). Besides some limitations and difficulties in modifying, developing and applying these codes, the small aspect ratio of the computational grid may lead to excessive computational time, instability, and storage requirements in shallow water flow simulations (Lee, 2007).

Considering the limitations of conventional lake models, especially for data scarcity conditions, this study discusses the development of a framework for three-dimensional hydrodynamic and hydrothermal sim-

2. Description of small shallow lake framework

Generally, doing a CFD simulation requires the definition of the physical geometry, fluid properties, initial conditions, forcing boundary conditions, and numerical methods for reliable results. In the case of small shallow inland water bodies, CFD simulation requires an addi-
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Most of the driving forces in a small shallow water body simulation such as solar radiation (short-wave radiation), wind speed, precipitation, cloud cover, air temperature and water surface temperature, variation in water composition (such as salinity and density) and the possibility of a stratified flow vary in time and make it difficult to include their effects in the simulation. Finding an appropriate model to compute the heat fluxes through the water surface, the evaporative (latent heat) flux and the source heat due to the penetration of the incident short-wave radiation, comes with a high degree of uncertainty. All of these complexities introduce approximations and subsequent sources of modeling error into the CFD results (Callister, 2008).

Considering these restrictions, a framework is developed in this study to simulate the flow field and heat transfer in small shallow water bodies taking into account the real bathymetry, complex boundary conditions based on available field observations and buoyance effects. This framework is totally based on open-source software and covers all steps needed in the simulation, from generating the geometry of the lake to visualizing the results of the simulation.

The framework consists of three main components depicted in Fig. 1. Since the main goal of the study is to develop a model based on open-source toolboxes, all software used are open-source and allow continuous community-based improvement of the model without any requirement for software licenses. The main toolkit used is OpenFOAM, a powerful CFD simulation toolkit, which uses the finite volume numerical schemes to solve the governing equations (OpenFOAM, 2016). OpenFOAM has the required modifications implemented in its standard built-in components, e.g. modified turbulence model, complex boundary condition, etc. All these changes have been tested and debugged and therefore, this framework can be applied to similar water bodies with no need for debugging.

3. Pre-processing phase

The pre-processing stage which is the first step in the framework, as shown in Fig. 1, has two main issues that should be addressed. The first one is preparing the input files needed by the model to read constant, time-dependent parameters, such as measured values for water surface temperature, short-wave radiation, relative humidity, wind speed, etc. All model input parameters are prepared by a home-made code using python. This code reads the measured values, analyses and validates them and checks the quality of the input data (i.e. quality control of measured micrometeorological data by some criteria such as sensor range, climate range, temporal step, temporal delta, temporal sigma, spatial interpolation, and using external available data) before making it readable in the CFD simulation (e.g. using in grid generation or modeling by OpenFOAM). The generated input files are then used in the model as the time varying boundary conditions or as time-dependent source/sink terms in the turbulence model and flow equations (Section 4.2 and Section 4.4.1). The second issue which should be dealt with in this phase is the generation of the computational grid which is described in more detail in Section 3.2. The general overview of pre-processing phase tasks are illustrated in Fig. 2.

3.1. Reconstructing the water body’s geometry

In most small and shallow inland water bodies there are no high-quality measurements of the bathymetry or sufficient data to build the geometry of the computational domain needed in CFD modeling. This could be as a result of logistical difficulties or due to the high cost of doing measurements over these water surfaces. Most available tools and software used to generate the water surface fail mainly due to the small ratio of the vertical to the horizontal dimensions, $H/L$ where $H$ is the depth and $L$ is the horizontal length. For instance, for the investigated lakes in the current study, this ratio, $H/L$, varies from 0.0002 to 0.004. The initial measured bathymetry is a point-cloud which contains a set of $x$, $y$– and $z$–coordinates of measured points (the bathymetric measurement is described in Section 7.1). Using this coarse point-cloud, the generated surfaces were very poor and not applicable in the model. To resolve this problem, a robust, straightforward and generalizable approach was developed in this framework to reconstruct the water surface, bottom and side surfaces of the water body using the coarsely measured bathymetry depicted in Fig. 3(a) through Fig. 3(e). Using the open-source tools mentioned previously in Fig. 2, the initial point-cloud was improved to generate acceptable surfaces for CFD simulations. Reconstructing the surfaces of inland water bodies includes the following steps.

1. Reading the initial measured bathymetric data which contains the $x$, $y$– and $z$–coordinates of measured points at the bottom and sides of the lake, separated with a tab, called initial point-cloud. For example, for lake Winkogo, the initial point-cloud consists of 1,838 points. This initial point-cloud has some problems generating an applicable geometry for using in the CFD simulations because, first, this point-cloud does not have adequate resolution. In some regions there is no point to generate the surface at all. Second, it has no point sets to define the water surface boundary. The measured points with highest elevation (or $z$–values) do not represent the water surface however it is important to define this boundary in the point cloud. Third, there are some points in the point-cloud that do not belong to the lake bathymetry. It means that the points over the
Dry areas in the shoreline should not be included in the geometry of water body, and therefore, should be removed from the point-cloud. Fourth, the vertical scale compared with the horizontal lengths is very small (around 2: 1000) and causes significant errors in generating the geometry. Fifth, the point samples are not uniformly distributed over the model surface (Fig. 3(a)).

Fig. 3. Chained processes of generating surfaces (in STL format) from an initial point-cloud in lake Winkogo: (a) The plan view of initial point-cloud; (b) the improved point-cloud using proposed approach to generate the water body’s geometry; (c) initial generated surface; (d) refining and reconstructing the initial generated surface; and (e) separating the surfaces and removing unneeded parts.
2. Improving the initial point-cloud with some extra points using the interpolation methods from QGIS (Open Source Geographic Information System) (QGIS, 2016). In the case of lake Winkogo, the improved point-cloud contains 42,412 points which could be sufficient to produce smooth surfaces (Fig. 3(b)).

3. Generating a text file, preferably in csv format containing the points’ coordinates interpretable by MeshLab, an open-source and extensible toolkit for generating, editing and processing unstructured 3-D triangular meshes, to generate the surfaces of the water body (MeshLab, 2016).

4. Reading the improved point-cloud, checking, modifying and generating an STL (STereoLithography/Standard Triangle Language) file by using MeshLab which could be handled by mesh generator toolboxes. In an STL file, multiple objects can be represented as a list of triangles that conform to their surfaces. It should be noted that, in this step, the normal vectors of point-sets and the quality of generated surfaces should be checked. Due to the very small ratio of the depth to the horizontal dimensions, prior to generating the STL file, the dimensions should be scaled up in z-direction (depth) to generate an acceptable surface. The method used to develop an applicable surface from the improved point-cloud should be able to infer the topology of the surfaces, accurately fit the noisy data, and fill holes reasonably. It was found that the “Poisson” method was befitting for reconstructing the surface from the point-cloud. Poisson Surface Reconstruction is one of the approaches used to obtain a smooth and watertight surface (Fig. 3(c) through Fig. 3(e)). As a final task, it is suggested to do some repairing and cleaning processes (such as merging close vertices, removing duplicate faces, removing duplicate vertex, etc.). The final generated surfaces for lake Winkogo are depicted in Fig. 4(a) and (b).

5. To be able to assign the right boundary conditions to the surfaces in the model, distinctive surfaces should be defined in the reconstructed STL file. In most inland water body models, there are mainly two different surfaces: a) a surface that represents the water surface; and b) a surface that represents the bottom and sides. Defining extra surfaces such as inlet and outlet boundaries could be done easily in the proposed approach.

3.2. Generating the computational grid

The next step is to translate the physical domain into a numerical domain, or computational mesh. The generated mesh has to accurately represent the shape of the water body. The quality of the computational grid has a clear impact on the accuracy of the CFD simulations and influences significantly the convergence speed of the simulation. In spite of the importance of the computational grid in CFD simulations, generating an appropriate high quality grid (i.e. low skewness, low orthogonality, aspect ratio near 1.00, etc.) remains a big challenge, while using inappropriate grids will lead to large errors.

The proposed framework uses a right hand coordinate system, with the z-axis positive in the upward direction, normal to the water surface, and \( z = z_{max} \) represents the maximum depth of lake, corresponding to the water surface. The origin is located in the lower left-hand corner of the mesh, when viewed in the \( xy \)-plane. Keeping with this convention, the \( x \)-axis is aligned to be positive in the easterly direction, with the \( y \)-axis positive in the north direction.

Horizontal grids are generated depending on the geometrical boundaries conforming to improved measured bathymetry. Fig. 4(c) and (d) show details of the generated grid in lake Winkogo. The typical cell size in the lake is 10 m and 0.1 m in the horizontal and vertical directions respectively. Near the free water surface, refining the grid is essential especially in vertical direction (cell heights are about 0.01 ~ 0.02 m) to capture the strong temperature and velocity gradients which exist at the air-water interface (Haque et al., 2007).

In generating the computational grids there is always a trade-off between running time and good results. This results in high aspect
ratios and long flat cells. Generally, generating computational grids for non-uniform geometries, in which one of the directions is much smaller than the others, seems problematic for most available grid generators. This problem can be resolved by scaling/rescaling the dimensions in the desired direction (Brockhaus, 2011). It is strongly suggested that the adequacy of the grids is investigated by comparing the results of the different mesh sizes. The use of fine mesh in simulations often produces better agreement in some regions of studied domain, although it needs more computational resources and more running time.

The grid generation is done with an OpenFOAM-utility snappyHexMesh (sHM) (snappyHexMesh, 2016). Unlike most commercial and automatic grid generators sHM is a script-driven tool used to generate unstructured computational grids containing hexaedra and split-hexaedra meshes (Brockhaus, 2011). sHM proved to be very flexible with different domain configurations. sHM allows one to use STL files which represent the domains' topology in complex geometries.

In general, the process of generating computational grids for small shallow lakes includes the following steps:

1. Checking the quality of reconstructed surfaces (STL file) and cleaning or repairing the surfaces which involves: a) checking the surface by using surfaceCheck utility (OpenFOAM); b) smoothing the surfaces by using surfaceSmooth utility; c) rotating the surface to decrease the non-orthogonality of the generated mesh by using surfaceTransformPoints utility; and finally, d) cleaning and repairing the final surface by using ADMesh, a program for processing triangulated solid meshes (ADMesh, 2016). The final cleaned, repaired and improved surface can be used to generate the computational grids.

2. Generating a background block structured mesh which contains the outlines of the computational domain. The quality of the mesh is significantly affected by the aspect ratio, fineness, orientation and other properties of the initial mesh used.

3. Generating the computational grid using the snappyHexMesh (sHM) utility. sHM uses a non-interactive approach to generate the grid hence could be considered as an almost ideal tool for automating mesh generation (Brockhaus, 2011). Notwithstanding this advantage, it must be noted that this tool does not have a graphical interface so controlled from its dictionary by commands.

4. Refining the mesh near the boundaries to resolve high gradients in flow parameters using the available options in sHM.

5. Checking the quality (maximum aspect ratio, non-orthogonality, skewness, etc.) of the generated mesh by using checkMesh utility and improving the grids if necessary.

4. Simulation phase

4.1. Governing equations

The flow field in morphometrically complex small shallow water bodies is governed by the conservation laws of mass, momentum and internal energy. Combining the flow simulation and heat transfer in the water body alongside the complex geometry of lake introduces extra complexities to the model. In water bodies, the wind shear stress due to air flow and changes in water density due to temperature evolution are considered as driving forces. Even though the thermodynamic properties of water are assumed to be constant, the buoyancy body force term in the momentum equation is added allowing one to relate density changes to temperature. The flow is assumed to be three-dimensional, incompressible Newtonian fluid using Boussinesq approach (Tritton, 2007; Tsantis, 2006). Based on these assumptions the Reynolds Averaged Navier Stokes (RANS) equations are written as (Ferziger and Perić, 2002; Massel, 1999; White, 1991):

\[
\frac{\partial u_i}{\partial x_i} = 0
\]

\[
\frac{\partial u_i + \frac{\partial}{\partial x_j}(u_i u_j)}{\partial x_i} = \frac{1}{\rho} \left( \frac{\partial}{\partial x_j} \left( \frac{1}{\rho} \frac{\partial u_j}{\partial x_i} \right) - 2 \frac{\partial u_i}{\partial x_j} \delta_{ij} \right) - \frac{\partial P}{\partial x_i} + g_i \left( \frac{\partial \rho}{\partial x_i} - \frac{\partial \rho}{\partial x_j} \frac{\partial \rho}{\partial x_j} \right) - 2 \frac{\partial u_i}{\partial x_j} \delta_{ij} \]

\[
= -\frac{1}{\rho_t} \frac{\rho \partial T}{\partial x_i} + g_i \left( \frac{\partial \rho}{\partial x_i} - \frac{\partial \rho}{\partial x_j} \frac{\partial \rho}{\partial x_j} \right) - \frac{\partial P}{\partial x_i} + g_i \left( \frac{\partial \rho}{\partial x_i} - \frac{\partial \rho}{\partial x_j} \frac{\partial \rho}{\partial x_j} \right) - 2 \frac{\partial u_i}{\partial x_j} \delta_{ij}
\]

where \( u_i \) is the velocity component in \( x_i \) direction (ms), \( t \) is time (s), \( P \) pressure (Pa), \( T \) temperature (K), \( \rho \) is water density, \( \rho_0 \) is reference density at reference temperature (kgm\(^{-3}\)), \( \beta \) is the coefficient of thermal expansion, \( \alpha \) is the coefficient of thermal expansion (m\(^{-3}\)K\(^{-1}\)), \( \nu \) and \( \nu_t \) denote molecular and turbulent viscosity, respectively, \( g_i \) the gravity acceleration vector (ms\(^{-2}\)), \( T_{\text{ref}} \) a reference temperature (K), \( \beta \) the coefficient of expansion with temperature of the fluid (J kg\(^{-1}\)K\(^{-1}\)) and \( \delta \) is the delta of Kroneker (dimensionless), \( \kappa \) the effective (driving) kinematic viscosity (dimensionless), \( \alpha_{\text{eff}} \) heat transfer conductivity (m\(^2\)s\(^{-1}\)K\(^{-1}\)) and \( S_T \) is the heat source term (Wm\(^{-2}\)) in the lake due to the penetrated solar radiation. The Boussinesq approximation is valid under the assumption that the density differences are sufficiently small to be neglected, except where they appear in the term multiplied by \( g_i \) (Corzo et al., 2011; Fredriksson, 2011). According to White (1991) and Ferziger and Perić (2002), the Boussinesq approximation introduces errors less than 1% for temperature variations of 2 K for water or 15 K for air. In the model, for incompressible flows the water density is computed as a linear function of temperature as:

\[
\rho = 1 - \beta (T - T_{\text{ref}})
\]

\[
\rho = \rho_0 \times \rho_1 - \rho_0 - \rho_1
\]

where \( \rho \) is the temperature dependent density (kgm\(^{-3}\)), and \( \rho_0 \) is water density at reference temperature (kgm\(^{-3}\)). Heat transfer conductivity in water body is given by:

\[
\alpha_{\text{eff}} = \alpha_t + \alpha_m = \frac{\kappa}{\nu} + \frac{\nu}{\nu_t}
\]

where \( \alpha_{\text{eff}} \) is the effective kinematic viscosity (m\(^2\)s\(^{-1}\)), \( \alpha_t \) and \( \alpha_m \) denote molecular and turbulent heat transfer conductivity, respectively, \( \nu \) molecular kinematic viscosity (m\(^2\)s\(^{-1}\)), \( \nu_t \) turbulent kinematic viscosity (m\(^2\)s\(^{-1}\)), \( P_0 \) is Prandtl number (a dimensionless number defined as the ratio of momentum diffusivity to thermal diffusivity which controls the relative thickness of the momentum and thermal boundary layers), and \( P_t \) turbulent Prandtl number (unitless). Changes in temperature in water bodies might occur mainly due to the heat exchange across the air-water interface. Accurate estimation of the heat fluxes is required in the simulation of temperature dynamics in the water body (Politano et al., 2008). Atmospheric heat fluxes include incoming shortwave (solar) and longwave (atmosphere) radiations, outgoing longwave radiation, conductive heat at the free surface and evaporative heat flux. Computationally, all of the heat flux components except for incoming short-wave radiation are considered as boundary condition at the water surface.

Adding the incoming short-wave radiation in the temperature source term \( S_T \) allows the radiation to penetrate and be absorbed through a specific depth of the water column rather than only at the air-water interface (Rosso and Piedrahita, 1991; Wood et al., 2008). The heat source term using Lambert-Beer law is written as:

\[
S_T(z^*, t) = \frac{1}{\rho \epsilon C_p} \frac{\partial Q_{K_s}^{'} \delta}{\partial z}
\]

\[
Q_{K_s}^{'} = Q_{K_s} \sum_{j=1}^{t} \exp(-n_i z^*)
\]
heat transfer in inland water bodies, it was found that the implemented realizable $k - \varepsilon$ model provides better results than other $k - \varepsilon$ models (Shih et al., 1995; Wang, 2013). In this model, dissipation rate of fluctuations is approximated by the dynamic vorticity equation. In addition, the realizable $k - \varepsilon$ has been shown to enhance the numerical stability in turbulent flow simulations (Shih et al., 1995). In this model, the turbulent kinetic energy ($k$ in m$^2$s$^{-2}$) and the dissipation rate of turbulent kinetic energy ($\varepsilon$ in m$^2$s$^{-3}$) were obtained from:

$$\frac{\partial k}{\partial t} + u_i \frac{\partial k}{\partial x_i} = \frac{\partial}{\partial x_j} \left( \nu \frac{\partial k}{\partial x_j} \right) + \nu_T \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j} - \varepsilon + G_k + G_b + S_k$$  

(12)

where $\nu_T$ is the kinematic viscosity (m$^2$s$^{-1}$), $G_b$ is the turbulent kinetic viscosity ($m^2s^{-1}$), $G_k$ is the production of turbulent kinetic energy by the mean velocity gradient ($m^2s^{-3}$), $G_b$ is the production of turbulent kinetic energy by the buoyancy ($m^2s^{-3}$), $S_k$ ($m^2s^{-3}$) and $S_i$ ($m^2s^{-4}$) are the source/sink terms which include the effects of wind on $k$ and $\varepsilon$ equations respectively. More details about the realizable $k - \varepsilon$ (RKE) model and its terms are presented in Appendix A. When a temperature gradient and a non-zero gravity field are present simultaneously, the $k$ and $\varepsilon$ equations include the generation of turbulent kinetic energy due to buoyancy ($G_b$ in Eq. (12)), and the corresponding contribution to the production of $\varepsilon$ ($G_i$ in Eq. (13)). The buoyancy-induced turbulence is given by

$$G_b = \beta_R \frac{\eta}{Pr} \left( \frac{3T'}{2} \right)$$  

(14)

where $\beta_R$ is the component of the gravitational vector in the $\eta$ direction and $Pr$ is the turbulent Prandtl number. The default value of $Pr$ for water used in the standard and realizable $k - \varepsilon$ models is 0.85 (Fluent, 2006; Wang, 2013). In unstable stratification, $G_b > 0$ and turbulence kinetic energy tends to be higher. For stable stratification, $G_b < 0$, the buoyancy force tends to disrupt the turbulence. While the effects of buoyancy on the generation of $k$ are relatively well understood and are commonly included in the turbulence models, the buoyancy effect on $\varepsilon$ is less clear (Fluent, 2006). However, in the current model, the buoyancy effects on $\varepsilon$ are given by Eq. (A.13) which is used in the transport equation for $\varepsilon$ (Eq. (13)). The degree to which $\varepsilon$ is influenced by the buoyancy is estimated by the non-constant parameter $c_{bs}$ (Appendix A).

Standard values of the model constants of the realizable $k - \varepsilon$ turbulence approach in the model equations are (Shih et al., 1995):

$$C_{\mu} = 0.09; \quad C_{\alpha} = 1.44; \quad C_{\omega} = 1.92; \quad c_1 = 1.0; \quad c_2 = 1.3; \quad A_0 = 4.0;$$

(15)

Depending on the approach used, the effects of wind velocity over the water surface in the model (Sections 4.2.2 and 4.2.1), the source/sink terms (in Eqs. (12) and (13)) can be determined.

4.2. Turbulence model

In order to model the turbulent flows using the RANS approach requires a turbulence model to compute the Reynolds stresses and close the system of mean flow equations. According to the number of additional transport equations which should be solved along with the RANS equations, a wide range of turbulence models has been proposed (e.g. zero, one, two or seven equation models).

Although the turbulence model can affect the water and heat flow in small shallow water bodies, the investigation of the turbulence models is not the main aim of this study. In simulating water flow alongside

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>$f$</th>
<th>$\eta$ (m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 400 (UV)</td>
<td>0.046</td>
<td>Assume same as VIS (i.e. 400–700 nm)</td>
</tr>
<tr>
<td>400–700 (VIS)</td>
<td>0.430</td>
<td>Obtained from measurements (here assumed 3.00)</td>
</tr>
<tr>
<td>700–910</td>
<td>0.214</td>
<td>2.92</td>
</tr>
<tr>
<td>910–950</td>
<td>0.020</td>
<td>20.40</td>
</tr>
<tr>
<td>950–1090</td>
<td>0.089</td>
<td>29.50</td>
</tr>
<tr>
<td>1090–1350</td>
<td>0.092</td>
<td>98.40</td>
</tr>
<tr>
<td>&gt; 1350</td>
<td>0.109</td>
<td>2880.00</td>
</tr>
</tbody>
</table>

Table 1

Short-wave radiation bandwidth fractions of the total energy ($f$) and composite attenuation coefficients ($\eta$) (adopted from Branco and Torgersen, 2009).
and $S_{i}$). Using this method, the water surface is modeled using the rigid-lid approach. In this approximation, free surface deformations are ignored (Tsallis, 2006). Assuming a flat surface with zero shear stress, a slip boundary condition (normal component of velocity, $u_{n}$ is zero and tangential components, $u_{t}$ and $u_{y}$ are zero gradient) is used for velocity on the water surface boundary:

$$u_{z} \neq 0; \quad \frac{\partial u_{z}}{\partial z} = 0$$  
(16)

$$u_{y} \neq 0; \quad \frac{\partial u_{y}}{\partial z} = 0$$  
(17)

$$u_{t} = 0$$  
(18)

and the effects of wind stress on $k$ and $\epsilon$ can be parameterized as source/sink terms in Eqs. (12) and (13) as (Wüest and Lorke, 2003):

$$S_{k} = \frac{u_{k}^{*}}{k}$$  
(19)

$$S_{\epsilon} = C_{f} \frac{\epsilon}{k} S_{k}$$  
(20)

It means that the vertical velocity profile near the water surface following the law of the wall and the usual logarithmic function can be applied (Craig and Banner, 1994). In these equations, $\kappa$ is the von Karman constant (dimensionless), $z^{+}$ is the vertical distance from the free surface (m), $u_{*}$ is the friction velocity (ms$^{-1}$) given by

$$u_{*} = \sqrt{\tau_{0}/\rho_{a}}$$  
(21)

and the wind stress ($\tau_{0}$ in kg m$^{-1}$ s$^{-2}$) can be parameterized as follows:

$$\tau_{0} = \rho_{a} C_{D} U_{10}^{2} = \rho_{a} u_{*}^{2}$$  
(22)

where $\rho_{a}$ is the air density (kg m$^{-3}$), $C_{D}$ is the empirical dimensionless drag coefficient (unitless) which mainly depends on wind speed and water surface waves, and $U_{10}$ is the mean wind speed at 10.0 m height (ms$^{-1}$). For strong winds ($U_{10} > 5$ ms$^{-1}$) a relationship between $C_{D}$ and $U_{10}$ is given by a variation of Charnock’s law (Charnock, 1955; Markfort et al., 2010; Wüest and Lorke, 2003):

$$C_{D,10} = \left[\kappa^{-1} \ln \left(\frac{10g}{C_{D,10} U_{10}^{2}}\right) + 11.3\right]^{-2}$$  
(23)

where $g$ is the gravitational acceleration (ms$^{-2}$), $U_{10}$ is the mean velocity at a height of 10.0 m and $C_{D,10}$ is surface drag coefficient at a height of 10.0 m above the water surface. The implicit function presented in Eq. (23) converges quickly after a few iterations (Wüest and Lorke, 2003).

In small shallow lakes, wind speed is typically low (commonly $U_{10} \approx 5$ ms$^{-1}$) and measurements of the drag coefficient are relatively scarce. Confusingly, in literature the values of $C_{D,10}$ vary over a wide range and are associated with large scatter (Falconer et al., 1991; Goudsmit et al., 2002; Wüest and Lorke, 2003). For this study, the following empirical relationship for low wind speeds is used (Markfort et al., 2010; Wüest and Lorke, 2003):

$$C_{D,10} = 0.0044 \times U_{10}^{-1.15}$$  
(24)

In this equation, the wind velocity at height of 10.0 m above the water surface ($U_{10}$) is needed. If the wind velocity measurements are available in height $z$, the following equation can be used to estimate the wind velocity at height of 10.0 m above the water surface ($U_{10}$) (Schertzer et al., 2003; Verburg and Antenucci, 2010):

$$U_{10} = U_{z} \left(\frac{10}{z}\right)^{1/7}$$  
(25)

In small inland water bodies such as the one studied, the wave field is typically not fully developed due to the small fetches and, consequently, the wind-induced turbulence obtained from Eq. (19) through Eq. (24) will be underestimated. As the original built-in turbulence model in OpenFOAM does not include these terms, they have to be added to $k$ and $\epsilon$ equations as shown in Eqs. (12) and (13) which could introduce more complexity to the model. Assuming constant wind speed values and using this approach is straightforward to do and will require less run time (Wang, 2013). The most noticeable advantage of this approach is simplifying the assigned velocity boundary condition over the water surface.

4.2.2. Wind effects considered as boundary condition

As stated in Section 4.2.1 it is possible to consider the effects of wind velocity as source/sink terms in the $k$ and $\epsilon$ equations in the turbulence model. The second and most common approach is considering the wind effects as a boundary condition over the water surface (Section 4.4.1). In this situation the source/sink terms ($S_{k}$ and $S_{\epsilon}$ in Eqs. (12) and (13), respectively) are eliminated from the turbulence model equations:

$$S_{k} = 0; \quad S_{\epsilon} = 0$$  
(26)

4.3. Initial conditions

In most small and shallow lakes simulations it is assumed that at $t = 0$ (initial condition), the water is at rest with a given temperature distribution, homogeneous or stratified. Although the initial values of flow parameters have no effect on the results, assigning the real initial conditions in the model could accelerate the convergence of numerical computations. As for most reservoirs there is often no sufficient data to generate the initial distribution of temperature and velocity, the measured temperature profile at the start of simulation ($T$ at $t = 0$) throughout the entire lake could be used as initial condition. For the velocity, it is assumed that there is no current and zero flow is assumed. If measurements are available for other parameters in the water body, they could be easily applied as initial conditions in the model. The initial conditions are set by using funkySetField, a tool available in swak4Foam libraries (Gschaider, 2016), with python-based functions applicable within the OpenFOAM platform. To prevent numerical instabilities in the model, a weak (non-zero value) initial turbulence is assumed in the simulation (Verdier-Bonnet et al., 1999).

4.4. Boundary conditions

In the CFD simulation of small shallow inland water bodies, assigning the correct conditions on the boundaries is important and the results of the simulation can be directly affected by them (Elo, 2007). The boundary conditions in the lake models are time varying and complicated. Water surface temperature and circulation in the water body are strongly influenced by time varying micro-meteorological conditions. Depending on the available data, different types of boundary conditions can be used for the reservoirs in the current framework.

4.4.1. Free water surface boundary conditions

Generally, in water bodies, physical and chemical properties (such as kinetic energy, momentum, heat, etc.) exchanges occur in the surface boundary layer (SBL) which is mostly driven by wind- and heat flux-induced turbulence. Therefore, assigning correct boundary conditions on the water surface is a fundamental step in simulating the flow in lakes (Craig and Banner, 1994; Etemad-Shahidi et al., 2010).

4.4.2. Velocity boundary condition

Wind is one of the most important forces that drive free surface movement. Wind affects lake currents, sensible and latent heat fluxes and turbulence as well as surface waves. The wind drag coefficient is significantly affected by the water surface wave development. Waves produce additional roughness and consequently increase the friction at
the free water surface. This mechanism enhances transferring momentum flux from air to water (Wang, 2013). Circulation in the lake is mainly driven by wind shear on the water surface (Liu et al., 2012). The wind-induced circulation significantly affects the dynamics of water temperature and consequently water quality and ecosystem in the inland shallow water bodies. The generated circulation in the water body is very complicated and this study is far from solving all details. It is assumed that wind induced circulation in a closed basin occurs when stresses due to winds are applied at the free surface as a boundary condition. The exchanged momentum from atmospheric boundary layer to the water surface by the wind blowing across the water surface has typically been modeled using a stress boundary condition, which is a function of the viscosity (ν). In this study, the effects of wind shear stress over the flow is considered through two approaches which use different boundary conditions for velocity (U) on the water surface:

I) Shear Stress over the Water Surface: in this approach the effects of wind shear stress over the flow was considered as time-dependent shear stress boundary condition over the water surface and given by

\[
\begin{align*}
\frac{\partial u}{\partial z} &= \frac{\tau_w}{\rho_0} \\
\frac{\partial v}{\partial z} &= \frac{\tau_y}{\rho_0}
\end{align*}
\]

(27)

(28)

where

\[
\tau_w = \rho_0 C_a u_w \sqrt{u'^2 + v'^2}
\]

(29)

\[
\tau_y = \rho_0 C_a u_v \sqrt{u'^2 + v'^2}
\]

(30)

\(\tau_w\) and \(\tau_y\) are horizontal shear stress components over the water surface (kg m^{-1}s^{-2}), \(u_w\) and \(v_w\) are horizontal components of the mean wind speed over the water surface (m s^{-1}), and \(\nu_{ff}\) is the effective kinematic viscosity (m^2 s^{-1}), \(\rho_0\) is the air density (kg m^{-3}), \(\rho_w\) is the water density (kg m^{-3}), and \(C_a\) (dimensionless) is the empirical dimensionless drag coefficient calculated using Eq. (24). The normal component of velocity over the water surface boundary is calculated by:

\[
u_z = 0
\]

(31)

Therefore on the water surface the following conditions are applied as velocity boundary condition:

\[
\begin{align*}
\frac{\partial u}{\partial z} &= \frac{C_a \times \rho_0 \times [U]}{\rho_0 \times (v_0 + v_t)} \times u_x \\
\frac{\partial v}{\partial z} &= \frac{C_a \times \rho_0 \times [U]}{\rho_0 \times (v_0 + v_t)} \times u_y
\end{align*}
\]

(32)

(33)

where all terms used here are defined in the previous equations. Without the wind shear stresses, Eqs. (32) and (33) lead to no flux conditions along the water surface boundary.

II) Sink/Source Terms in Turbulence Equations: as described in Section 4.2.1, for this type of boundary condition the effects of wind speed are implemented in the turbulence equations and a slip condition is assumed for velocity. For a scalar, it can be replaced by a zero-gradient condition and for a vector it is equal to zero fixed value and zero fixed gradient for the normal and tangential components respectively. This approach is suggested for high wind speeds or approximately uniform wind speeds.

4.4.3. Turbulence boundary conditions

At large scales, it is generally assumed that wind creates a boundary-layer close to the upper surface where a constant shear stress is assumed and consequently the vertical velocity profile follows the law-of-the-wall (Craig and Banner, 1994; Verdier-Bonnet et al., 1999). The production of turbulent kinetic energy in this logarithmic region can be computed by the wind-induced vertical gradient of energy flux. In this study, the effects of wind surface waves in turbulence was ignored due to low wind speeds hence the standard wall functions were applied to the turbulent parameters \(k\) and \(\varepsilon\) on the water surface boundary. More details on using wall functions and their limitations in turbulence models, such as the near boundary grid size, can be found in Abbasi et al. (2016b).

4.4.4. Temperature boundary conditions

The proposed framework is flexible in working with different temperature boundary conditions on the water surface. The type of boundary for temperature on the free surface depends on the available parameters:

I) Using Measured Water Surface Temperature as Boundary Condition: if the measured water surface temperature values are available this type of boundary condition can be applied on the free water surface (Dirichlet type):

\[
T(t) = T_{\text{m}}(t)
\]

(35)

where \(T_{\text{m}}(t)\) is the measured water surface temperature varying with time. This type of boundary condition is less practical in small shallow water bodies simulations due to the requirement for additional measurements of temperature over the water surface which are rarely available for most small shallow lakes. However, the big advantage of using this boundary condition is the avoidance of uncertainties in computing the heat flux components over the water surface (Goudsmit et al., 2002).

II) Heat Fluxes as Boundary Condition: heat exchanges across the air-water interface which consist of long-wave and short-wave radiation, sensible and latent heat fluxes, impact the temperature changes in the water body. Although precise estimation of the heat flux components is important in the simulation of flow dynamics in a water body, the parameterization of these terms is complex and contains a large amount of uncertainties because they are controlled mainly by time varying micrometeorological conditions. In this study, the heat flux over the water surface was divided into two categories: a) non-penetrative radiations which include sensible heat and latent heat fluxes and long-wave radiation, which affect only the water surface and are considered as surface heat fluxes; b) penetrative radiation which contains short-wave radiation that can penetrate through the water column after passing through the water surface. To take into account the distributed heat due to this heat flux, it is not included in the boundary condition. Rather, this flux is considered as a heat source in the water body as shown in Eq. (3).

At the water surface, the net surface heat flux (\(H_{\text{m}}\) in Wm^{-2}) which diffused away from the lake surface is expressed by the following equation (Neumann boundary condition) (Goudsmit et al., 2002):

\[
\rho_w C_p \left( \frac{\partial T}{\partial z} + \frac{\delta T}{\delta z} \right) = H_{\text{net}} = \frac{\delta T}{\delta z} = \frac{H_{\text{net}}}{\rho_w C_p \alpha_{ff}}
\]

(36)

The net heat transfer across the air-water interface includes four heat flux terms (Ahsan and Blumberg, 1999; Goudsmit et al., 2002):

\[
H_{\text{net}} = H_{\text{ls}} - H_{\text{lw}} - H_{\text{s}} - H_{\text{g}}
\]

(37)

where \(H_{\text{ls}}\) is the net long-wave (atmospheric) radiation from atmosphere, \(H_{\text{lw}}\) is the long-wave radiation from the water surface, \(H_{\text{s}}\) and \(H_{\text{g}}\) are the sensible and latent heat fluxes between the lake surface and the atmosphere, respectively (all terms in Wm^{-2}). As all these heat fluxes change over time, they have to be updated at each time step. Out of these heat flux components, only the incoming short-wave radiation was measured and the rest were calculated within the model using standard formulations.

Long-wave radiation: the long-wave radiation is composed of energies emitted from the water surface and absorbed from the atmosphere. Atmospheric long-wave radiation is calculated from the Stefan-Boltzmann law (Ahsan and Blumberg, 1999; Goudsmit et al.,...
Table 2
Values of the model constants (water in 20 °C).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r_a)</td>
<td>Reflection coefficient of atmospheric radiation from water surface</td>
<td>[-]</td>
<td>0.03</td>
</tr>
<tr>
<td>(\varepsilon_a)</td>
<td>Emissivity of atmosphere</td>
<td>[-]</td>
<td>0.87</td>
</tr>
<tr>
<td>(\varepsilon_{wa})</td>
<td>Emissivity of water surface</td>
<td>[-]</td>
<td>0.97</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Stefan–Boltzmann constant</td>
<td>[W m(^{-2}) K(^{-4})]</td>
<td>5.669 x 10(^{-8})</td>
</tr>
<tr>
<td>(P_{atm})</td>
<td>Atmospheric pressure</td>
<td>[Pa]</td>
<td>102000</td>
</tr>
<tr>
<td>(\rho_a)</td>
<td>Air density</td>
<td>[kg m(^{-3})]</td>
<td>1.186</td>
</tr>
<tr>
<td>(\rho_0)</td>
<td>Water density</td>
<td>[kg m(^{-3})]</td>
<td>998.2336</td>
</tr>
<tr>
<td>(Pr)</td>
<td>Prandtl number</td>
<td>[-]</td>
<td>7.07</td>
</tr>
<tr>
<td>(Pr_t)</td>
<td>Turbulent Prandtl number</td>
<td>[-]</td>
<td>0.85</td>
</tr>
<tr>
<td>(C_f)</td>
<td>von-Karman constant</td>
<td>[-]</td>
<td>0.41</td>
</tr>
<tr>
<td>(C_p)</td>
<td>Specific heat of water</td>
<td>[m(^2) s(^{-2})K(^{-1})]</td>
<td>4.1818 x 10(^3)</td>
</tr>
<tr>
<td>(T_{ref})</td>
<td>Reference temperature</td>
<td>[°C]</td>
<td>293.15</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Thermal expansion coefficient</td>
<td>[K(^{-1})]</td>
<td>2.07 x 10(^{-3})</td>
</tr>
<tr>
<td>(\nu_0)</td>
<td>Molecular viscosity</td>
<td>[m(^2) s(^{-1})]</td>
<td>1.004 x 10(^{-6})</td>
</tr>
</tbody>
</table>

2002):

\[
H_{la} = (1 - r_a) \varepsilon_a \sigma T_a^4
\]  

(38)

where \(H_{la}\) is the net long-wave (atmospheric) radiation from the atmosphere per unit surface area (Wm\(^{-2}\)), \(r_a\) is the reflection coefficient of atmospheric radiation from water surface (unitless), \(\sigma\) is Stefan–Boltzmann constant, and \(T_a\) is absolute air temperature in K. \(\varepsilon_a\) is emissivity of atmosphere and usually depends on vapor pressure, air temperature and cloud cover. Although the effects of these parameters on \(\varepsilon_a\) can be easily implemented in the model, due to small changes its value is assumed constant in this study (Table 2). Similarly, long-wave radiation emits from the water surface estimated by (Ahsan and Blumberg, 1999; Goudsmit et al., 2002; Shufen et al., 2007):

\[
H_{lw} = \varepsilon_{wa} \sigma T_{lw}^4
\]  

(39)

where \(\varepsilon_{wa}\) is the dimensionless emissivity of water whose numerical values vary from 0.96 to 0.97 and \(T_{lw}\) is the absolute temperature of water surface in K (Lee, 2007). In Table 2 the values of constant parameters used are presented.

Sensible heat flux: sensible heat flux (\(H_s\)) over the water surface associated with the temperature difference between the air and underlying water surface. To estimate this turbulent heat flux, the following equation is used:

\[
H_s = h_l (T_{lw} - T_a)
\]  

(40)

where \(H_s\) is the convective heat transfer or sensible heat flux in Wm\(^{-2}\) (positive if it is away from the water surface), \(h_l\) is the convective heat transfer coefficient (Wm\(^{-2}\)K\(^{-1}\)) which relates the convective heat flux normal to the water surface to the difference between the water surface temperature \((T_{lw})\) and surrounding air temperature \((T_a)\). The convective heat transfer coefficient can be estimated by (Abbasi et al., 2015):

\[
h_l = 2.505 \times U_{10} + 0.8520
\]  

(41)

where \(h_l\) is in Wm\(^{-2}\)K\(^{-1}\) and \(U_{10}\) in ms\(^{-1}\), respectively. According to Abbasi et al. (2015) this equation was obtained from a CFD-based approach (CFDEvap Model) using heat and mass transfer analogy in the atmospheric boundary layer to calculate the heat and mass transfer coefficients over lake Binaba (Section 7).

Latent heat flux: latent heat flux associated with evaporation over the water surface. In general, latent heat flux is one of the most important parameters in heat dissipation, but its prediction is the most inaccurate. For the latent heat flux \((H_e)\), the following formula is used (Abbasi et al., 2015):

\[
H_e = h_m \rho_e (X_{lw} - X_o) \times (24 \times 3600 \times 28.4)
\]  

(42)

where the latent heat flux, \(H_e\), is expressed in [W m\(^{-2}\)], \(X_o\) and \(X_{lw}\) are the water vapour mixing ratio of air and water surface (kg(water)/kg (dry air)), \(\rho_e\) is the air density (kg m\(^{-3}\)) and \(h_m\) is the mass transfer coefficient that is given by:

\[
h_m = 0.0018544 \times U_{10} + 0.0006307
\]  

(43)

where \(h_m\) is in ms\(^{-1}\) and \(U_{10}\) is in ms\(^{-1}\) respectively. \(X_o\) and \(X_{lw}\) are calculated by:

\[
X_o = \frac{0.622 e_a}{P_{atm} - e_a}
\]  

(44)

\[
X_{lw} = \frac{0.622 e_o}{P_{atm} - e_o}
\]  

(45)

where \(P_{atm}\) is atmospheric pressure (kPa), \(e_a\) is the saturation vapor pressure at the temperature of the water surface (hPa) and \(e_o\) is the vapor pressure at the air temperature (hPa) given by (Goff, 1957)

\[
e_a = 6.11 \times \exp \left( \frac{17.27 T_a}{237.3 + T_a} \right) \times RH
\]  

(46)

\[
e_o = 6.11 \times \exp \left( \frac{17.27 T_a}{237.3 + T_a} \right)
\]  

(47)

where \(RH\) is relative humidity (%) and water surface \((T_{lw})\) and air \((T_a)\) temperatures are in °C.

These heat fluxes are defined to be positive if heat flows from the water surface into the atmosphere. Heat fluxes induced by inlets and outlets and precipitation are generally disregarded (Livingstone and Imboden, 1989).

Determining correct heat fluxes for the water surface boundary is often difficult. The main difficulty is that \(H_{tot}\) is a function of various parameters, where each of them has to be computed by using its own formula, which depends on many uncertain parameters (Ahsan and Blumberg, 1999; Goudsmit et al., 2002). In addition, the heat fluxes include water surface temperature \((T_{lw})\) that has to be calculated for each time step in advance by the model. Using this boundary condition eliminates the need for observed water surface temperature for the model.

In the current framework developed, the heat fluxes at the water surface that depend on water surface temperature, given by Eq. (39) through Eq. (47), are obtained using groovyBC library developed for handling the complex boundary conditions (Gschader, 2015).

4.4.5. Inflow and outflow boundary conditions

The proposed framework is able to include the inflow and outflow boundaries in both flow and temperature simulations. In this case, the total river flow recharge or velocity and its temperature could be specified at the inflow and outflow sections. The velocities at the inflow and outflow sections are assumed to be uniformly distributed, and turbulent variables are assumed to be zero at the upstream and downstream end of the study domain. According to the measurements for the case study, during the onset of the dry season, there is no inflow and almost no outflow during the simulation period.

4.4.6. Lake-bed and lake-sides boundary conditions

In shallow lakes the temperature boundary condition at the bottom and sides could be very complex and would need extra measurements before it can be used in the model. To simulate the effects of the bottom and sides of the lake, the absorbed and reflected parts of the penetrated short-wave radiation should be measured. In addition, the heat flux from these boundaries should be specified. Using the temperature gradient or heat flux from the bed and sides can improve the simulated flow field especially in shallow lakes. In spite of the importance of these parameters, measuring these values is not easy and needs extra instrumentation that is often not available. The temperature boundary condition at the bottom of the lake and side walls depending on the available measurements for the lake, are set to zero heat flux conditions.
(adiabatic condition) and can be given by (Shufen et al., 2007):

$$\frac{\delta T}{\delta z} = 0$$  \hspace{1cm} (48)

For the velocity boundary condition, a no flow condition is applied at the bottom and sides of the lake. Standard wall functions are used for turbulent equations in the model (Goudsmit et al., 2002; Politano et al., 2008).

5. Numerical simulation

The governing equations (Section 4.1) using the boundary and initial conditions described in Sections 4.3 and 4.4 are solved by the control-volume open-source code OpenFOAM. The OpenFOAM (Open Source Field Operation and Manipulation) toolbox includes open source C++ libraries released under the general public license (GPL) (OpenFOAM, 2016). Using the pre-configured built-in libraries, one can build numerical solvers for solving specific fluid flow problems (Chen et al., 2014). In the present framework, these pre-configured solvers were modified for the unsteady source/sink terms in the model equations and the buoyancy effect as described in Section 4.1.

In the current framework, a new CFD solver has been developed based on OpenFOAM. This is a solver for heat transfer simulation considering transient temperature source terms called LakebuoyantBoussinesqPimpleFoam. Besides developing the new solver, a turbulence model has been developed to include the effects of buoyancy in the flow field and wind-induced source/sink terms in turbulence.

The proposed model is an unsteady state, incompressible heat transfer solver based on the finite-volume scheme. To solve the flow, the entire desired domain has to be discretized in the vertical and horizontal directions and a proper numerical solver chosen from the pre-configured built-in algorithms in OpenFOAM for each of the governing equations. More details on the implemented solvers as well as numerical schemes used in this study are presented in Appendix B.

With respect to the numerical stability criteria and the transient conditions of flow in the lake, an adaptive time-stepping technique was used in the simulations which is based on Courant-Friedrich-Levy-number (CFL) (Bechmann, 2006):

$$CFL = \frac{\Delta t_{\text{max}}}{\Delta x \left| \frac{u}{\Delta y} \right| \left| \frac{v}{\Delta z} \right|} \leq 1$$  \hspace{1cm} (49)

where $u$, $v$, and $w$ are the velocity components ($\text{m s}^{-1}$) in $x$-, $y$-, and $z$-directions respectively. In this study, after investigating the results of the model for different sets of CFL, the maximum value of global CFL was set to 0.2. For larger values of the Courant number, the numerical computations were unstable in some points and in some time steps as well (Ferziger and Peric, 2002; Wang, 2013).

The challenges that could arise in solving these equations by running the model are memory related and simulation time. As the core of the model is based on OpenFOAM, the framework offers parallelization features. The model can be decomposed and run on a relatively large number of processors, either on supercomputers or HPC-Clouds.

Usually due to the limitation of computational resources, it is not possible to use a very fine mesh or very small time steps in simulations. In this study different settings for numerical schemes and mesh sizes as well as the time steps were considered to find the optimal balance between the needed computational resources and the desired accuracy. For example in the case of lake Binaba, the time step values varied between 0.1 and 10.0 s (i.e. $0.1 \leq \Delta t \leq 10.0$ s) and four days of simulations, as described in Section 7.2, took about 20 h on the HPC Cloud-based virtual machine with 12 Intel processors at 2.7 GHz and 96GB RAM (Collaborative Organisation for ICT in Dutch Higher Education and Research, 2016).

6. Post-processing phase

At the post-processing stage, the boundary conditions, mathematical issues, computational grid, etc. are to be verified. In addition, the desired parameters and functions which are needed for analysing the flow field and temperature distribution have to be obtained.

6.1. Model validation

One of the principle objectives in the current framework is to obtain general information on the direction and magnitude of the currents in the water bodies and the temperature dynamics, and how they vary over time. Once the simulations are validated, it is possible to use the model for different conditions that could be used to describe in general terms the most significant patterns in the water currents’ variations over time. One of the big challenges in validating lake models such as the one in this study is the fact that experimental data are rarely available and/or measurement errors are high (Callister, 2008).

Several assumptions are made in the development of the lake model regarding the input values. The results from the simulations are plotted against the measured data as a way to evaluate the validity of the model (Callister, 2008). To validate the model, different cases were run to check the performance of different components of the framework. Using different case studies with different conditions allows the user to easily identify problems with the model and be able to modify the model in a straightforward manner.

6.1.1. Convection heat transfer in the water body

Due to the long running time of the real geometry, it is reasonable to validate the model with some simple geometries to be sure about its performance. It should be noted that in the case studies discussed, the physics of the simulations and the general trends of the results are investigated which are very helpful in debugging the model.

The first case described here deals with a 2-D flow in a cavity shown in Fig. 5. Using this case, the performance of the model in simulating heat transfer in the cavity (natural convection) was validated. To evaluate the performance of the model developed in this study, the results of the cavity model using the current approach were compared with some available flow parameters for the cavity model in similar conditions such as the results of the simulation by Corzo et al. (2011) and the benchmark experimental measurements done by Le Quéru (1991). Fig. 6(a) shows the horizontal velocity profile ($u = U_0/\alpha$) in the vertical mid-line. These results exhibit good agreement between the model with benchmark results. However, the quality of results are dependent on the computational grid and it is necessary to refine the grid in order to obtain an accurate solution. In Fig. 6(b) the vertical profiles of the velocity are shown. Comparison of the temperature distribution shown in Fig. 6(c) with velocity profile shown in Fig. 6(d) shows that the flow is limited to a narrow strip along the walls (left hot wall and right cold wall) where the velocity and temperature change suddenly.

6.1.2. Simplified geometry of water body

In this section the ability of the framework in taking into consideration the effects of forced convection (heat transfer) in the water body is verified. As mentioned in Section 4.1 the temperature source term in the water is a function of the water turbidity. To check the performance of the model for different turbidity values and also to investigate the magnitude of the turbidity effects on the flow and temperature pattern in small and shallow water bodies, some simulations were done and the results have been analysed. In addition the influence of turbulence on the results was examined. The details of these test cases are listed in Table 3. As shown, two different geometries ($S$ and $L$ cases) are considered to check the performance of the model in solving the flow field in the simple geometries with different dimensions of water bodies.

In Fig. 7(a) the simulated temperature profiles in the water body ($S$
cases) for different water turbidity values are shown. It shows that the effect of Secchi depth in the shallow water bodies could be significant and should be considered in models. Fig. 7(b) shows the temporal variations of temperature in the water body for case S-03. The temperature distribution in the water correlates highly with the air temperature and at sometimes there is distinct stratification in the lake. In Fig. 7(c), the simulated temporal variations of temperature in the water body without considering the turbulence in the simulations case S-01 is compared with Fig. 7(d) which includes the turbulence in modeling case S-05. It shows that the effects of the turbulence in the flow field could be significant. Ignoring the turbulence in the simulation leads to unreliable results which give no stratification in the water body.

In the second simplified geometry case (L case), the larger dimensions similar to the real lake dimensions were chosen for the computational domain to investigate the performance of the framework in working with real dimensions. The real dimensions allow one to improve and handle the mathematical and computational issues such as selecting the proper numerical algorithm and required computational resources. Fig. 8(a) shows the temperature profile in the case study for different values of water turbidity. According to the results, in order to have better predictions on stratification in shallow lakes, it is important to measure the Secchi depth in some points in the water body. Using the measured water turbidity values in the model could increase the reliability of the results. In Fig. 8(b) the distribution of the velocity’s components in the water body are shown case L-02. It shows that in the water body, the velocity distribution is a function of the wind speed over the water surface and its direction as well. In addition, according to the velocity distributions in Fig. 8(b), there are water flows in the
water body in different directions and this could increase the circulation in the water body. In Fig. 8(c,d) the effects of water turbidity on the temporal distribution of temperature for cases L-01 and L-03 cases are shown, respectively. It can be seen that turbidity could affect the temperature distribution in the water body and its actual values or best estimates should be used.

To check the performance of the model including the source/sink terms some simulations were done. In Fig. 9(a) and (b) the velocity and temperature changes at different depths are shown. As shown, the results are not so good compared with the validated model. The main reasons could be related to the low wind velocity values and the complex geometry of the lake (Wang et al., 2013). Therefore, in the case of shallow lakes with low wind velocity values, this approach is not suggested.

Following the approach described in Section 4.4.1 the heat flux boundary condition was applied to the water surface and the changes of velocity and temperature are shown in Fig. 9(c) and (d) respectively. The differences between the temperature values in this simulation with the validated case could be due to the uncertainties that exist in estimating the heat fluxes values at the water surface as well as the dependency of the temperature gradient on the water-air interface on the flow parameters such as heat conductivity (Eqs. (6) and (36)). In this approach, the assigned right boundary conditions for turbulent equations are important and their values would affect the results of the model significantly.

### 7. Model application for lake Binaba

To check the performance of the framework developed in this study, it has been applied for a real small shallow lake. All described steps in the framework were followed to generate the bathymetry, set-up the boundary conditions and run the model.

#### 7.1. Site description and measurement methodology

Lake Binaba is a small shallow man-made reservoir located in the Upper East Region of Ghana. The Upper East Region of Ghana (UER) has more than 160 small shallow reservoirs which have different

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Dimensions L × W × H [m]</th>
<th>Cells Number</th>
<th>Δx [m]</th>
<th>Δy [m]</th>
<th>Δz [m]</th>
<th>zmin [m]</th>
<th>aspect ratio</th>
<th>η [m⁻¹]</th>
<th>Secchi depth [m]</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-01</td>
<td>120 × 100 × 4</td>
<td>6'000</td>
<td>10.0</td>
<td>10.0</td>
<td>0.2</td>
<td>0.2000</td>
<td>50.08</td>
<td>0.50</td>
<td>2.94</td>
<td>Laminar flow (no turbulence)</td>
</tr>
<tr>
<td>S-02</td>
<td>120 × 100 × 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>1.82</td>
<td>0.50</td>
<td>Turbulent Flow</td>
</tr>
<tr>
<td>S-03</td>
<td>120 × 100 × 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>3.56</td>
<td>0.20</td>
<td>Turbulent Flow</td>
</tr>
<tr>
<td>S-04</td>
<td>120 × 100 × 4</td>
<td>12'000</td>
<td>5.0</td>
<td>5.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>1.77</td>
<td>0.16</td>
<td>Turbulent Flow</td>
</tr>
<tr>
<td>L-01</td>
<td>1000 × 800 × 4</td>
<td>4'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0125</td>
<td>800.00</td>
<td>2.10</td>
<td>0.41</td>
<td>Turbulent Flow</td>
</tr>
<tr>
<td>L-02</td>
<td>1000 × 800 × 4</td>
<td>4'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>4.20</td>
<td>0.16</td>
<td>Turbulent Flow</td>
</tr>
<tr>
<td>L-03</td>
<td>1000 × 800 × 4</td>
<td>4'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>10.00</td>
<td>0.05</td>
<td>Turbulent Flow</td>
</tr>
<tr>
<td>L-04</td>
<td>1000 × 800 × 4</td>
<td>4'000</td>
<td>20.0</td>
<td>20.0</td>
<td>0.2</td>
<td>0.0250</td>
<td>800.00</td>
<td>2.10</td>
<td>0.41</td>
<td>Turbulent Flow, ( S_0 = 0 )</td>
</tr>
</tbody>
</table>

Fig. 7. Results of the model for S cases: (a) effect of turbidity on vertical temperature profiles in the water body; (b) temporal variation of temperature for the selected turbidity value (case S-03 where \( \eta = 3.56 \) m⁻¹); (c) simulated temporal temperature variations in the water body without turbulence implementation (laminar assumption) for case S-01; (d) temporal temperature consider the turbulence in the simulation (case S-05 where \( \eta = 4.2 \) m⁻¹).
surface areas ranging from 1.0 to 100.0 ha (Annor et al., 2009). These small reservoirs have the advantage of being operationally efficient with their flexibility, closeness to the point of use, and requirement for few parties for their management. Lake Binaba (10°53’20”N, 00°26’20”W) is used for fishing, livestock watering, irrigation, construction, domestic uses and recreation (van Emmerik et al., 2013). The average area of the lake surface is 31 ha (305,534 m²) with the average and maximum depth of 1.1 m and 4.0 m, respectively (Abbasi et al., 2017). The length of lake in x-direction (length) is around 900.0 m and in y-direction (width) is 600.0 m. The temperature profile in the water body as well as the micrometeorological parameters were measured at a floating measurement station over the water surface. (Fig. 10)

The atmospheric parameters needed as input in the model should be measured. The standard climatic parameters, including air temperature, relative humidity, wind speed and wind direction, were recorded at a height of 2.0 m above the water surface. The floating measurement platform had a solar radiation sensor (model PYR from Decagon Devices, USA; ± 5%) for solar radiation flux density (Wm⁻²) measurement, a humidity/temperature sensor (model VP-4 from Decagon Devices, USA; ± 2% and ± 0.25 °C for humidity and temperature, respectively) for air humidity measurement and air temperature, and a sonic anemometer (model D52 from Decagon Devices, USA; ± 3% and ± 3.0° for wind speed and wind direction, respectively) to measure wind speed and its direction. The micro-climatic parameters (air temperature, relative humidity, wind speed and its direction) were averaged at 5-min intervals and used as input values in the lake model.

Water surface temperature and the vertical temperature profile in the water body have been measured during the study period. The temperature values were measured using HOBO tidbit v2 temperature loggers with nominal accuracy of ± 0.21 °C and at the following depths: 0.0 (water surface), 0.100, 0.200, 0.500, 1.100, 1.550, 1.850, 2.150, 2.800, and 3.465 m. The measured temperature values were used to validate the model results. The air temperature fluctuated from 18.0 to 40.0 °C with an average of 28.7 °C while the water surface temperature varied between 24.0 °C and 32.5 °C with an average of 27.5 °C during the measurement period. Measurements were done between 23 November 2012 and 22 December 2012. A four-day period was selected randomly from the observations for use in lake model. For more details, the reader is referred to Abbasi et al. (2016a).

The bathymetric survey was carried out using a boat, Raymarine Dragonfly 7 depth/fish finder (for depth measurement) and a handheld Garmin etrex 20 GPS device (for the location of the depth measurement) bearing in mind the need to make the field campaign cost-effective for the developing countries (GARMIN, 2016; Raymarine, 2016). The measured data set, which consists of x, y, and z(depth) values, was called “initial point-cloud”. This initial point-cloud has been used to generate the geometry of the lake as described in details in Section 3.1.

7.2. Model results for lake Binaba

The lake model was run for four days (345,600 s) for lake Binaba. The starting time of simulation was 12:00:00 a.m. on 24 November 2012. Fig. 11(a) shows the geometry of lake Binaba generated by using the proposed approach in the current platform (Section 3.1). In Fig. 11(b) the computational grid of the lake is shown. The computational grid is refined near the water surface due to high gradients in the temperature and velocity over the water surface. The simulated velocity values and the temperature contours in 1.0 m beneath the water surface are shown in Fig. 11(c) and (c) respectively. The distribution of temperature, as shown in Fig. 11(d), at a depth of 1.0 m below the water surface is not homogeneous mainly due to the non-homogeneous distribution of velocity at this depth (Fig. 11(c)). In Fig. 12 the simulated velocity vectors on the water surface is depicted and shows the existence of inverse flow which enhances circulation in the water body. As this framework can work with complex boundary conditions, the effects
Fig. 9. Results of the model considering different approaches to include the wind velocity effects: (a), (b) temporal distribution of velocity and temperature values respectively, when the effects of wind are considered as source/sink terms in turbulence equations; (c), (d) temporal distribution of velocity and temperature values respectively, when the effects of wind speed are considered as shear stress boundary condition over the water. In both cases, the heat flux temperature boundary condition are assumed over the water surface.

Fig. 10. The shape of lake Binaba and its surroundings (Google, 2015). Location of the floating measurement platform is shown by the filled red square. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
of the lake surroundings can be accounted in the results. For example, the effect of advection, which is important in (hot) arid and semi-arid regions, has been implemented in the water surface boundary conditions implicitly as heat fluxes over the water surface. This type of advection is different from the one happens inside the water body which is included in the governing equations as described in Section 4.1 and implemented in Eq. (2) as \( \frac{\partial}{\partial t} (u_1 u_1) \). More details about the validation process and analysing the model results can be found in Abbasi et al. (2016a).

8. Conclusion

In this study, a comprehensive framework for simulating small shallow inland water bodies was developed. This framework includes all mandatory steps in small shallow water bodies modeling which includes: creating bathymetry, generating computational grid, solving the flow field and temperature dynamics, plotting desired graphs, and analyzing the outputs. In order to produce a precise geometry applicable in CFD simulations, a new generalizable and cost-effective approach using open-source tools has been developed which could be easily implemented. Moreover, to consider the buoyancy effects in the water body, the turbulence model was improved to take into account the buoyancy effects. Considering the commonly available measurements for small water bodies, a wide range of boundary conditions are proposed that can be adapted to suit the measurements at hand over the water surface. To check the performance of the framework, several test cases and a real-world lake were simulated and compared with field measurements.

Fig. 11. (a) The generated geometry of Lake Binaba with depth distributions; (b) computational grid in the water body to use in simulation (vertical exaggerated by 100); (c) simulated velocity field (stream lines); and (d) temperature field (values and contours) in 1.0 meter beneath the water surface at \( t = 13:00 \) h. The wind speed is 2.0 ms\(^{-1}\) from South-West.

Applying the framework developed in this study for different model configurations, for instance using different boundary conditions, turbulence models, source term in temperature equation, and lake characteristics, has led to the following conclusions.

1. Compared to deep lakes, the interaction between the flow and temperature dynamics is more critical for shallow lakes. Therefore, to estimate both flow variables and temperature accurately in shallow water bodies, coupling energy and momentum is mandatory. Although coupling of heat transfer processes with water flow in the lake commonly gives more accurate results, stability and accuracy of the results are sensitive to the numerical algorithms chosen in the simulations.

2. Temperature dynamics and flow pattern in the water are determined by the atmospheric conditions over the water surface (i.e. micrometeorological parameters such as air temperature, incoming short-wave radiation, wind velocity and its direction, etc.). Therefore, the accuracy of the model results depends on the errors and uncertainties in the observed micrometeorological parameters which are used as boundary conditions. Calculating accurate values of heat...
flux components over the water surface, especially for latent heat flux (evaporative heat flux), which are required as temperature boundary conditions, is challenging and includes a high degree of uncertainty.

3. The model results, especially near the free water surface, are sensitive to the spatial and temporal resolutions used in the simulations. Finding a reasonable balance between the computational mesh and the required computational resources (i.e. optimizing the computational grid) is an important and time-consuming step in simulating lake-like domains.

4. Using open-source tools to develop a flexible framework for simulating small shallow water bodies is promising, because they do not require commercial licenses. Hence, they can be used in developing countries for the management of water (quantity and quality) stored in small shallow lakes.

A wide range of model configurations has been described in this study. Picking out the right turbulence model and boundary conditions is very important and can affect the results significantly. It is obvious that using methods with less uncertainties, if possible, are better in computing the parameters because they give better results. Finally, the framework developed in this study for temperature dynamics can be applied to water quality, biological and environmental simulations of shallow water bodies.
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Appendix A. RKE turbulence model equation

A wide range of turbulence models have been developed in CFD simulations. From literature reviewed, standard $k - \varepsilon$ (SKE) and realizable $k - \varepsilon$ (RKE) models are widely used in most CFD simulations. The semi-empirical standard $k - \varepsilon$ model contains transport equations for the turbulence kinetic energy ($k$) and the dissipation rate of kinetic energy ($\varepsilon$). Various two-equation models, such as $k - \omega$, similar to the standard $k - \varepsilon$ model are available which need extra input parameters. However the standard $k - \varepsilon$ model is mostly used for circulation models with free surface variation. According to the literature review and investigating similar simulations for coupling heat transfer and flow dynamics, it was found that the implemented realizable $k - \varepsilon$ model provides better results than other $k - \varepsilon$ models (Section 4.2). In fact, the word ‘realizable’ implies that the model is based on particular mathematical constraints on the Reynolds stresses and compatible with the physics of turbulent flows.

In realizable $k - \varepsilon$ models, the turbulent kinetic energy ($k$ in $m^2s^{-2}$) and the dissipation rate of turbulent kinematic energy ($\varepsilon$ in $m^2s^{-3}$) are obtained from Eqs. (12) and (13) respectively. In these equations, the parameter $C_3$ (dimensionless) is the ratio of the velocity functions in the vertical and longitudinal directions and is not constant but instead depends on the flow conditions (Lee, 2007):

$$C_{3} = \frac{w}{u_{0}}$$  \(A.1\)

where $u_0$ and $w$ are the components of the flow velocity perpendicular and the components of the flow velocity parallel to the gravitational vector, respectively (ms$^{-1}$). The coefficient $C_1$ is evaluated as (Shih et al., 1995):

$$C_{1} = \max\left(0.43, \frac{\zeta}{\zeta + 5}\right)$$  \(A.2\)

$$\zeta = S \frac{k}{\varepsilon}$$  \(A.3\)

$$S = \sqrt{2S_{ij}S_{ij}}$$  \(A.4\)

$$S_{ij} = \frac{1}{2} \left( \frac{\partial u_{i}}{\partial x_{j}} + \frac{\partial u_{j}}{\partial x_{i}} \right)$$  \(A.5\)

and the turbulent kinematic viscosity is given by

$$\nu_{T} = C_{2} \frac{k^{2}}{\varepsilon}$$  \(A.6\)

$$C_{2} = \frac{1}{A_{0} + A_{1} \frac{KU^{*}}{\varepsilon}}$$  \(A.7\)

$$U^{*} = \sqrt{S_{ij}S_{ij} + U_{x}^{2} + U_{y}^{2}}$$  \(A.8\)

$$A_{1} = \sqrt{6} \cos \phi$$  \(A.9\)

$$\phi = \frac{1}{3} \cos^{-1}(\sqrt{6} W)$$  \(A.10\)

$$W = \frac{S_{ij}S_{ij}}{S}$$  \(A.11\)

$$S = \sqrt{S_{ij}S_{ij}}$$  \(A.12\)
where $\Omega$ is the mean rate-of-rotation tensor. The production of turbulent kinetic energy by the mean velocity gradient ($G_k$) is written as

\[ G_k = \nabla \cdot \mathbf{S} \quad \text{(A.13)} \]

### Appendix B. Implemented numerical schemes

In Table B.1 the list of applied solvers is presented. These solvers are selected based on their stability, convergence and processing time after trying a number of simulations. Throughout this work, the Euler method was used to discretize the temporal term. This is a first-order, bounded implicit method and the SmoothSolver for the momentum, $k$, $\varepsilon$ and $T$ equations is used with a GaussSeidel smoother (Gauss refers to the standard finite volume discretization of Gaussian integration). The GAMG (Geometric-algebraic multi-grid) solver is chosen for the pressure equation. This solver generates an initial quick solution using a coarse mesh with a small number of cells, and maps this solution onto a finer mesh. The quick solution is used as an initial guess to obtain an accurate solution on the fine mesh. Therefore, GAMG is generally faster than other standard methods. For the spatial discretization of differential operators, the Gaussian integration was used with various interpolation schemes: for gradient terms, the 2nd order linear interpolation, for divergence terms, the 2nd order upwind interpolation and for Laplacian terms, the 2nd order linear interpolation with faceLimited leastSquares 0.5.

### Table B.1

Solution algorithms used in the framework developed for CFD calculations (Maric et al., 2014).

<table>
<thead>
<tr>
<th>Field</th>
<th>Task</th>
<th>Solver</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pressure, corr. pressure pd</td>
<td>solver</td>
<td>PCCG</td>
</tr>
<tr>
<td>2</td>
<td>Velocity</td>
<td>solver</td>
<td>PIBiCG</td>
</tr>
<tr>
<td>3</td>
<td>cell motion</td>
<td>solver</td>
<td>DIC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>preconditioner</td>
<td>DILU</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Symbol</th>
<th>Keyword</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{\partial}{\partial t}$</td>
<td>Euler</td>
<td>First order, bounded, implicit</td>
</tr>
<tr>
<td>2</td>
<td>$\nabla$</td>
<td>faceLimited leastSquares 0.5</td>
<td>Limited, second order least squares</td>
</tr>
<tr>
<td>3</td>
<td>$\nabla \cdot$</td>
<td>Gauss vanLeerV</td>
<td>Second order Gaussian integration, van Leer interpolation for face centres</td>
</tr>
<tr>
<td>4</td>
<td>$\nabla \cdot$</td>
<td>Gauss vanLeerV</td>
<td>As 3, strictly bounded between 0 and 1</td>
</tr>
<tr>
<td>5</td>
<td>$\nabla^2$</td>
<td>Gauss linear corrected</td>
<td>Second order, Gaussian integration, linear interpolation for face centres, conservative</td>
</tr>
<tr>
<td>6</td>
<td>Point-to-point interpolation</td>
<td>linear</td>
<td>Linear interpolation for general field</td>
</tr>
<tr>
<td>7</td>
<td>Gradient component normal to face</td>
<td>corrected</td>
<td>Explicit non-orthogonal correction</td>
</tr>
</tbody>
</table>

### Table B.2

Numerical schemes chosen for CFD calculations of the SSL-framework (Maric et al., 2014).

<table>
<thead>
<tr>
<th>Item</th>
<th>Symbol</th>
<th>Keyword</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>First and second time derivatives</td>
<td>$\frac{\partial}{\partial t}$</td>
<td>Euler</td>
</tr>
<tr>
<td>2</td>
<td>Gradient</td>
<td>$\nabla$</td>
<td>faceLimited leastSquares 0.5</td>
</tr>
<tr>
<td>3</td>
<td>Divergence (velocity terms)</td>
<td>$\nabla \cdot$</td>
<td>Gauss vanLeerV</td>
</tr>
<tr>
<td>4</td>
<td>Divergence (phase fraction terms)</td>
<td>$\nabla \cdot$</td>
<td>Gauss vanLeerV</td>
</tr>
<tr>
<td>5</td>
<td>Laplacian</td>
<td>$\nabla^2$</td>
<td>Gauss linear corrected</td>
</tr>
<tr>
<td>6</td>
<td>Point-to-point interpolation</td>
<td>linear</td>
<td>Linear interpolation for general field</td>
</tr>
<tr>
<td>7</td>
<td>Gradient component normal to face</td>
<td>corrected</td>
<td>Explicit non-orthogonal correction</td>
</tr>
</tbody>
</table>
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