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\begin{abstract}
This paper deals with sub-optimal control of a fuzzy linear dynamical system. The aim is to keep the state variables of the fuzzy linear dynamical system close to zero in an optimal manner. In the fuzzy dynamical system, the fuzzy derivative is considered as the granular derivative; and all the coefficients and initial conditions can be uncertain. The criterion for assessing the optimality is regarded as a granular integral whose integrand is a quadratic function of the state variables and control inputs. Using the relative-distance-measure (RDM) fuzzy interval arithmetic and calculus of variations, the optimal control law is presented as the fuzzy state variables feedback. Since the optimal feedback gains are obtained as fuzzy functions, they need to be defuzzified. This will result in the sub-optimal control law. This paper also sheds light on the restrictions imposed by the approaches which are based on fuzzy standard interval arithmetic (FSIA), and use strongly generalized Hukuhara and generalized Hukuhara differentiability concepts for obtaining the optimal control law. The granular eigenvalues notion is also defined. Using an RLC circuit mathematical model, it is shown that, due to their unnatural behavior in the modeling phenomenon, the FSIA-based approaches may obtain some eigenvalues sets that might be different from the inherent eigenvalues set of the fuzzy dynamical system. This is, however, not the case with the approach proposed in this study. The notions of granular controllability and granular stabilizability of the fuzzy linear dynamical system are also presented in this paper. Moreover, a sub-optimal control for regulating a Boeing 747 in longitudinal direction with uncertain initial conditions and parameters is gained. In addition, an uncertain suspension system of one of the four wheels of a bus is regulated using the sub-optimal control introduced in this paper.
\end{abstract}

1. Introduction

Mathematical models play an important role in analyzing the behavior of dynamical phenomena. Linear dynamical systems are referred to as the dynamical phenomena whose mathematical model is considered as a system of linear differential equations. As a matter of fact, the linear dynamical system is a description of the main dynamical system - or dynamical phenomenon - whose model is approximated usually around an operating point. In control theory, linear dynamical systems are widely used for designing a controller as well as assessing some of dynamical system features such as stability, controllability, observability, etc. In almost all cases, the linear dynamical systems are considered with this assumption that all dynamical system parameters and conditions are certain. However, for some reasons such as error in measuring and identifying system parameters, dynamical system parameters and conditions are not always determined precisely and certainly. As a result, the uncertain linear dynamical system presents a more comprehensive description of the dynamical system than the crisp system does.

Fuzzy sets have been well known as effective tools for modeling uncertainty in many fields, including food science [1], mathematics [2–4], and medicine [5]. Thus, the uncertainty in the linear dynamical system can be taken into account as the fuzzy sets. Fuzzy linear dynamical systems are referred to as dynamical systems whose model is considered as a system of Fuzzy Differential Equations (FDEs). FDEs are those in which some parameters and/or boundary
conditions are fuzzy sets. In recent years, FDEs have attracted more attention, and their applications in medicine [6], economy [7], fractional calculus [8–11], control theory [12], etc. show that they have been rapidly growing. One of the important branches in which FDEs can prove their advantages is optimal control theory. Nonetheless, compared to the enormous volume of the literature carried out for solving FDEs, little research has ever been performed in the field of optimal control theory based on FDEs.

Najariyan and Farahi studied fuzzy optimal control of a linear dynamical system with uncertain initial condition in Ref. [13] and with uncertain parameters in Ref. [14]. They used the notion of Strongly Generalized Hukuhara (SGH) differentiability in a fuzzy dynamical system and for designing the fuzzy optimal control. However, SGH derivative suffers from some limitations namely: 1. It does not always exist, 2. It necessitates the monotony of the uncertainty. To address the second limitation caused by SGH differentiability notion, they examined a class of fuzzy optimal control problems using generalized Hukuhara (gH) differentiability concept in Ref. [12]. Although the gH differentiability notion does not necessitate the monotony of the solution fuzziness, the existence of this kind of derivative cannot be guaranteed. Moreover, the approaches based on SGH differentiability and gH differentiability notions suffer from a main shortcoming called Unnatural Behavior in Model (UBM) phenomenon [15]. UBM phenomenon stems from this fact that, based on the fuzzy standard interval arithmetic (FSIA), the solutions of different forms of a fuzzy differential equation with fuzzy interval arithmetic. Piegat and Landowski [19–22] studied dynamical system with uncertain initial condition in Ref. [13] and afterwards, based on RDM interval arithmetic and the horizontal membership functions, Mazandarani [16] proposed a new definition of the differentiability of fuzzy functions called granular differentiability (gr-differentiability). They proved that by considering FDEs under gr-differentiability and RDM interval arithmetic, the shortcomings, i.e. monotonic uncertainty, multiplicity of solutions, doubling property, and UBM phenomenon - that stem from existing definitions of fuzzy derivatives and FSIA - are successfully handled.

In this paper, the aim is to keep the state variables of a fuzzy linear dynamical system close to zero in an optimal manner. In the fuzzy dynamical system, the fuzzy derivative is considered as gr-derivative; and all the coefficients and initial conditions can be uncertain. The criteria for assessing the optimality is taken into account as a granular integral whose integrand is a quadratic function of the state variables and control inputs. Using the calculus of variations, the optimal control law is presented as the state variables feedback. Since the optimal feedback gains are obtained as fuzzy functions, they need to be defuzzified, and this results in the sub-optimal control law. The granular eigenvalues, controllability and stabilizability of the fuzzy linear dynamical system are also defined in this paper. Moreover, based on the obtained results, sub-optimal control for regulating a Boeing 747 in longitudinal direction with uncertain initial conditions and parameters is achieved.

2. Preliminaries

This section presents some necessary definitions, theorems, and propositions which will be used in this paper. Throughout this paper, the set of all real numbers is denoted by $\mathbb{R}$, the set of all positive real numbers is denoted by $\mathbb{R}^+$, and the set of all the fuzzy numbers on $\mathbb{R}$ by $E_1$. The left and right end-points of $\mu$-level sets of the fuzzy set $\tilde{A}$, $A^\mu$, are denoted by $A^\mu$ and $A^\mu$, respectively. The transpose of a matrix $Y = [y_{ij}]_{i,j=1,...,n}$ is denoted by $Y^T$.

Definition 1. [29]. The fuzzy set $\tilde{u} : \mathbb{R} \to [0,1]$ is called a fuzzy number if it is normal, fuzzy convex, upper semi-continuous and $\mu$-level sets, $\tilde{u} = \mu A^\mu$, respectively. The transpose of a matrix $Y = [y_{ij}]_{i,j=1,...,n}$ is denoted by $Y^T$.

Definition 2. [29]. The fuzzy set $\tilde{u} : \mathbb{R} \to [0,1]$ is called a fuzzy number if it is normal, fuzzy convex, upper semi-continuous and compactly supported fuzzy subsets of the real numbers. The fuzzy number $\tilde{u}$ can be represented in a parametric form by the ordered pair of functions $(\underline{u}^\mu, \overline{u}^\mu)$, $0 \leq \mu \leq 1$, satisfying the following properties:

1. $\underline{u}^\mu$ is a bounded non-decreasing left continuous function in $[0,1]$, and it is right continuous at $u = 0$.
2. $\overline{u}^\mu$ is a bounded non-increasing left continuous function in $[0,1]$, and it is right continuous at $u = 0$.
3. $\underline{u}^\mu \leq \overline{u}^\mu$.

Based on fuzzy standard interval arithmetic; addition, subtraction, and multiplication of two fuzzy numbers $\tilde{u}$ and $\tilde{v}$ are characterized as follows; respectively:

Addition : $(\tilde{u} + \tilde{v})^\mu = [\underline{u}^\mu + \underline{v}^\mu, \overline{u}^\mu + \overline{v}^\mu]$.

Subtraction : $(\tilde{u} - \tilde{v})^\mu = [\underline{u}^\mu - \overline{v}^\mu, \overline{u}^\mu - \underline{v}^\mu]$.

Multiplication : $(\tilde{u}\tilde{v})^\mu = [\min(\underline{u}^\mu\underline{v}^\mu, \underline{u}^\mu\overline{v}^\mu, \overline{u}^\mu\underline{v}^\mu, \overline{u}^\mu\overline{v}^\mu], 
\max(\underline{u}^\mu\underline{v}^\mu, \underline{u}^\mu\overline{v}^\mu, \overline{u}^\mu\underline{v}^\mu, \overline{u}^\mu\overline{v}^\mu)]$.

Note 1. Let $\tilde{u}, \tilde{v}, \tilde{w} \in E_1$. Based on fuzzy standard interval arithmetic, it can be proved that, as a whole, $(\tilde{u} + \tilde{v})\tilde{w} \neq \tilde{u}(\tilde{v} + \tilde{w})$ and $\tilde{u} - \tilde{u} \neq 0$.

Definition 2. The function $\tilde{f} : [a, b] \subseteq \mathbb{R} \to E_1$ is called a fuzzy function. Moreover, $\tilde{f} : [a, b] \subseteq \mathbb{R} \to E_1^n = E_1 \times E_1 \times \cdots \times E_1$ is called an n-dimensional vector of fuzzy functions.

Definition 3. [30]. The fuzzy function $\tilde{f} : [a, b] \subseteq \mathbb{R} \to E_1$ is said to be Strongly Generalized Hukuhara (SGH) differentiable in the first form at $t \in (a, b)$, if there exists a fuzzy number $\tilde{f}'(t) \in E_1$ such that for $h > 0$ sufficiently near zero, there are $\tilde{f}(t + h) \Theta \tilde{f}(t) \Theta \tilde{f}(t)$ and the limits

$$
\lim_{h \to 0} \frac{\tilde{f}(t + h) \Theta \tilde{f}(t)}{h} = \lim_{h \to 0} \frac{\tilde{f}(t) \Theta \tilde{f}(t - h)}{h} = \frac{d\tilde{f}(t)}{dt}.
$$
Additionally, the fuzzy function \( \tilde{f} \) is said to be SGH differentiable in the second form at \( t \in (a, b) \), if there exists a fuzzy number \( \frac{d\tilde{f}(t)}{dt} \in E_1 \) such that for \( h > 0 \) sufficiently near zero, there are \( \tilde{f}(t) \ominus \tilde{h} \oplus \tilde{f}(t) \) and the limits
\[
\lim_{h \to 0} \frac{\tilde{f}(t) \ominus \tilde{f}(t + h)}{-h} = \lim_{h \to 0} \frac{\tilde{f}(t + h) \ominus \tilde{f}(t)}{h} = \frac{d\tilde{f}(t)}{dt}
\]
where \( \Theta \) stands for the Hukuhara difference and means \( \tilde{u} \ominus \tilde{v} = \tilde{z} \iff \tilde{u} = \tilde{v} \).

**Theorem 1.** [31] Let \( \tilde{f} : (a, b) \subseteq \mathbb{R} \to E_1 \) be a fuzzy function such that \( \tilde{f}(t) = [f^L(t), f^R(t)] \). Then,
1. If \( \tilde{f} \) is SGH differentiable in the first form, then \( f^L(t) \) and \( f^R(t) \) are differentiable functions and \( \frac{d\tilde{f}(t)}{dt} = \left[ \frac{df^L(t)}{dt}, \frac{df^R(t)}{dt} \right] \).
2. If \( \tilde{f} \) is SGH differentiable in the second form, then \( f^L(t) \) and \( f^R(t) \) are differentiable functions and \( \frac{d\tilde{f}(t)}{dt} = \left[ \frac{df^L(t)}{dt}, \frac{df^R(t)}{dt} \right] \).

**Definition 4.** [32] The fuzzy function \( \tilde{f} : (a, b) \subseteq \mathbb{R} \to E_1 \) is said to be generalized Hukuhara (gH) differentiable at \( t \in (a, b) \) if there exists a fuzzy number \( \frac{d\tilde{f}(t)}{dt} \in E_1 \) such that the following limit exists
\[
\lim_{h \to 0} \frac{\tilde{f}(t + h) \ominus \tilde{f}(t) \oplus \tilde{h}}{h} = \frac{d\tilde{f}(t)}{dt}
\]
where \( \Theta_{gh} \) stands for the generalized Hukuhara difference and means \( \tilde{u} \ominus \tilde{v} = \tilde{z} \iff \tilde{u} = \tilde{v} + \tilde{z} \) or \( \tilde{u} = \tilde{v} - \tilde{z} \).

**Theorem 2.** [32] Let \( \tilde{f} : (a, b) \subseteq \mathbb{R} \to E_1 \) be a fuzzy function such that \( \tilde{f}(t) = [f^L(t), f^R(t)] \), and the functions \( f^L(t), f^R(t) \) be differentiable with respect to \( t \), uniformly in \( \mu \in [0, 1] \). Then, the fuzzy function \( \tilde{f} \) is gH differentiable at \( t \in (a, b) \) if and only if one of the following conditions occurs:
1. \( \frac{df^L}{dt} \) and \( \frac{df^R}{dt} \) are increasing and decreasing functions of \( \mu \), respectively, and \( \frac{df^{L^{-1}}}{dt} \leq \frac{df^{R^{-1}}}{dt} \). This case is called gH differentiability in the first form.
2. \( \frac{df^L}{dt} \) and \( \frac{df^R}{dt} \) are decreasing and increasing functions of \( \mu \), respectively, and \( \frac{df^{L^{-1}}}{dt} \geq \frac{df^{R^{-1}}}{dt} \). This case is called gH differentiability in the second form.

Moreover,
\[
\frac{d\tilde{f}(t)}{dt} = \left[ \min\left( \frac{df^L}{dt}, \frac{df^R}{dt} \right), \max\left( \frac{df^L}{dt}, \frac{df^R}{dt} \right) \right].
\]

**Definition 5.** [15,23] Let \( \tilde{u} : [a, b] \subseteq \mathbb{R} \to [0, 1] \) be a fuzzy number. The horizontal membership function \( w^\beta : [0, 1] \times [0, 1] \to [a, b] \) is a representation of \( u(x) \) as \( w^\beta(\mu, \alpha) = x \) in which \( \beta \) stands for the granule of information included in \( x \subseteq [a, b], \mu \subseteq [0, 1] \) is the membership degree of \( x \) in \( u(x), \alpha \subseteq [0, 1] \) is called relative distance-measure (RDM) variable, and \( w^\beta(\mu, \alpha) \) is the RDM variable corresponding to the fuzzy numbers.

**Note 2.** The horizontal membership function of \( \tilde{u}(x) \in E_1 \) is also denoted by \( H(\tilde{u}) \). Furthermore, if the triangular fuzzy number \( \tilde{u} \in E_1 \) is denoted by the triple \( (a, b, c) \), \( a \leq b \leq c \), then the horizontal membership function of \( \tilde{u} = (a, b, c) \) can be characterized as \( H(\tilde{u}) = \{a + (b - a)\mu + (1 - \mu)(c - a)\} \). For more illustration, Fig. 1 shows the triangular fuzzy number \( \tilde{u} = (3, 6, 10) \) and its horizontal membership function.
The limit is taken in the metric space $(E_1, D_{gr})$.

**Theorem 3.** [15] The fuzzy function $\vec{f} : [a, b] \subseteq \mathbb{R} \rightarrow E_1$ is granular differentiable at the point $t \in [a, b]$ if and only if its horizontal membership function is differentiable with respect to $t$ at that point. Moreover, $H \left( \frac{d(a)}{dt} \right) = \frac{d^h(a, \mu, \alpha)}{dt}$.

**Definition 13.** [15] Let $\vec{f} : [a, b] \subseteq \mathbb{R} \rightarrow E_1$ mapping $t \mapsto \vec{f}(t)$ be a continuous fuzzy function whose horizontal membership function, i.e. $f^h(t, \mu, \alpha)$, is integrable on $t \in [a, b]$. Let $\int_a^b f(t) \, dt$ denote the integral of $\vec{f}$ on $[a, b]$. Then, the fuzzy function $\vec{f}$ is said to be granular integrable (gr-integrable) on $[a, b]$ if there exists a fuzzy number $\vec{m} = \int_a^b \vec{f}(t) \, dt$ such that $H(\vec{m}) = \int_a^b H(\vec{f}(t)) \, dt$.

**Proposition 1.** [15] Suppose the fuzzy function $\vec{f} : [a, b] \subseteq \mathbb{R} \rightarrow E_1$ mapping $t \mapsto \vec{f}(t)$ is gr-differentiable, and $\vec{f}(t) = \frac{d^h(a)}{dt}$ is continuous on $[a, b]$. Then, $\int_a^b \vec{f}(t) \, dt = \vec{f}(b) - \vec{f}(a)$.

**Proposition 2.** Let the fuzzy functions $\vec{f} : [a, b] \subseteq \mathbb{R} \rightarrow E_1$ mapping $t \mapsto \vec{f}(t)$ and $\vec{g} : [a, b] \subseteq \mathbb{R} \rightarrow E_1$ mapping $t \mapsto \vec{g}(t)$ satisfy the conditions mentioned in **Definition 13**. Then, the relation $\int_a^b \left( \vec{f}(t) + \vec{g}(t) \right) \, dt = \int_a^b \vec{f}(t) \, dt + \int_a^b \vec{g}(t) \, dt$ holds.

### 3. Sub-optimal control of fuzzy dynamical linear systems

This section aims at finding a fuzzy optimal control so as to regulate a fuzzy dynamical linear system in an optimal way. For this purpose, the optimal control of fuzzy dynamical linear systems problem is introduced at first, then using the calculus of variations the problem is solved.

Consider the following fuzzy linear dynamical system:

\[
\begin{align*}
\dot{\vec{X}}(t) &= \overline{A}(t) \vec{X}(t) + \overline{B}(t) \vec{U}(t) \\
\vec{X}(t_0) &= \vec{X}_0 \\
\{t \in [t_0, t_f]\}
\end{align*}
\]

where $\vec{X}(t) \triangleq [\vec{x}_1(t), \vec{x}_2(t), \ldots, \vec{x}_n(t)]^T$, $\overline{A} : [t_0, t_f] \subseteq \mathbb{R}^+ \cup \{0\} \rightarrow E_1^n$ is the states vector of the system, $\overline{U}(t) \triangleq [\vec{u}_1(t), \vec{u}_2(t), \ldots, \vec{u}_m(t)]^T$, $\overline{U} : [t_0, t_f] \subseteq \mathbb{R}^+ \cup \{0\} \rightarrow E_1^m$ is the vector of control functions, and $\vec{X}(t) \triangleq [\vec{x}_1(t), \vec{x}_2(t), \ldots, \vec{x}_n(t)]^T$ in which the derivatives are in the sense of gr-derivative. The matrices $\overline{A} = [\overline{a}_{ij}]_{n \times n}$, $i, j = 1, \ldots, n$, and $\overline{B} = [\overline{b}_{ik}]_{n \times m}$, $i = 1, \ldots, n$, $k = 1, \ldots, m$, are fuzzy matrices meaning $\overline{a}_{ij}, \overline{b}_{ik} \in E_1$. The initial condition is known and equal to the vector of fuzzy numbers $\vec{X}_0 \in E_1^n$, and the final condition, i.e. $\vec{X}(t_f) \in E_1^n$, is free. In the fuzzy optimal control problem considered here, the fuzzy control functions are meant to be found such that the states of uncertain system (2) are maintained close to the origin and the following performance measure
\[ J(\tilde{U}) = \frac{1}{2} \tilde{X}^T(t_f) P \tilde{X}(t_f) + \frac{1}{2} \int_{t_0}^{t_f} \tilde{X}^T(t) Q \tilde{X}(t) + \tilde{U}^T(t) R \tilde{U}(t) \, dt \]  

(3)

is minimized. In the performance measure (3), the integral operator is in the sense of the granular integral defined in Definition 13; \( P, Q \) are positive semi-definite symmetric matrices, and the matrix \( R \) is a positive definite symmetric matrix. It should be noted that \( J \) assigns to each \( \tilde{U} \) a unique fuzzy number. Some definitions and a proposition are needed to be introduced before we proceed to solve the fuzzy optimal control problem.

**Definition 14.** The fuzzy eigenvalues of the fuzzy matrix \( \tilde{A} = \{ \tilde{A}_{ij} \}_{j=1}^{n} \), denoted by \( \tilde{\lambda}_j \), are the roots of the fuzzy characteristic polynomial \( \det (\tilde{A}_{\text{hnc}} - \tilde{A}) \) where \( \det (\bullet) \) means determinant, and \( \text{hnc} \) is an identity matrix.

As we know, the poles of the open-loop linear dynamical system \( \tilde{X}(t) = \tilde{A} \tilde{X}(t) + \tilde{B} \tilde{U}(t) \) just depends on the eigenvalues of matrix \( \tilde{A} \). However, as a whole, based on the concepts of SG differentiability and \( \tilde{g} \) differentiability the sets of eigenvalues correspond to the following open-loop fuzzy dynamical systems:

1. \[ \dot{\tilde{X}}(t) = \tilde{A} \tilde{X}(t) + \tilde{B} \tilde{U}(t) \]
2. \[ \tilde{X}(t_0) = \tilde{X}_0 \] \( t \in [t_0, t_f] \)

(4)

may be not only different from each other, but also be different from the set of eigenvalues of the matrix \( A \). This is while, based on Definition 14, the sets of eigenvalues of fuzzy dynamical systems (4) and (5) are always the same, and they are equal to the set of eigenvalues of the matrix \( A \). For more illustration, see Example 1. In the following the concepts of granular controllability and stabilizability of fuzzy dynamical system (2) are presented. These concepts are similar to those introduced for the crisp dynamical system in Ref. [33].

**Definition 15.** A fuzzy linear dynamical system is said to be granular controllable if there exists a fuzzy control input \( \tilde{U}(t) \) which can transfer the system states from any fuzzy initial condition \( \tilde{X}(t_0) \) to any fuzzy final condition \( \tilde{X}(t_f) \) on the finite time interval \( [t_0, t_f] \).

**Proposition 3.** Consider fuzzy dynamical system (2) and let \( A^R(\mu, \alpha_\tilde{A}) \) and \( B^R(\mu, \alpha_\tilde{B}) \) be the horizontal membership functions of the matrices \( \tilde{A} \) and \( \tilde{B} \), respectively. Then, fuzzy dynamical system (2) is granular controllable if and only if the granular matrix

\[ [B^R(\mu, \alpha_\tilde{A}) A^R(\mu, \alpha_\tilde{A}) B^R(\mu, \alpha_\tilde{B}) A^R(\mu, \alpha_\tilde{A}) B^R(\mu, \alpha_\tilde{B}) \ldots (A^R(\mu, \alpha_\tilde{A}) B^R(\mu, \alpha_\tilde{B})] \]  

(6)

has full row rank \( \forall \mu, \alpha_\tilde{A}, \alpha_\tilde{B} \in [0, 1] \).

**Proof.** Based on Definition 6 and Theorem 3, fuzzy dynamical system (2) can be equivalently rewritten in the granular form as follows

\[ \frac{dX^R(t, \mu, \alpha_\tilde{X})}{dt} = A^R(\mu, \alpha_\tilde{A}) X^R(t, \mu, \alpha_\tilde{X}) + B^R(\mu, \alpha_\tilde{B}) \tilde{U}^R(t, \mu, \alpha_\tilde{U}) \]  

(7)

with the initial condition \( X^R(t_0, \mu, \alpha_\tilde{X}) = X^R_\tilde{0}(\mu, \alpha_\tilde{X}) \). Let \( \alpha_\tilde{X}_1 = \alpha_\tilde{X}_2 = \alpha_\tilde{X}_3 = \alpha_\tilde{X}_4 = \alpha_\tilde{X}_5 = \alpha_\tilde{X}_6 \) and \( \mu = \mu_1 \) where \( \alpha_\tilde{X}_1, \alpha_\tilde{X}_2, \alpha_\tilde{X}_3, \alpha_\tilde{X}_4, \alpha_\tilde{X}_5, \alpha_\tilde{X}_6 \) and \( \mu_1 \) are constant values belonging to \([0, 1] \). Thus, dynamical system (7) can be considered as

\[ X^R_{\mu, \alpha_\tilde{X}_{\mu_1}}(t) = A^R_{\mu, \alpha_\tilde{X}_{\mu_1}} X^R_{\mu, \alpha_\tilde{X}_{\mu_1}}(t) + B^R_{\mu, \alpha_\tilde{X}_{\mu_1}} \tilde{U}^R_{\mu, \alpha_\tilde{X}_{\mu_1}}(t) \]  

(8)

where \( A^R_{\mu, \alpha_\tilde{X}_{\mu_1}} \) and \( B^R_{\mu, \alpha_\tilde{X}_{\mu_1}} \) are crisp constant matrices. It is well-known that the crisp dynamical system (8) is controllable if and only if the matrix

\[ [B^R(\mu, \alpha_\tilde{A}) A^R(\mu, \alpha_\tilde{A}) B^R(\mu, \alpha_\tilde{B}) A^R(\mu, \alpha_\tilde{A}) B^R(\mu, \alpha_\tilde{B}) \ldots (A^R(\mu, \alpha_\tilde{A}) B^R(\mu, \alpha_\tilde{B})] \]  

has full row rank. Therefore, it can be concluded that, granular dynamical system (7) is controllable if and only if the granular matrix (6) has full row rank \( \forall \mu, \alpha_\tilde{A}, \alpha_\tilde{B} \in [0, 1] \). As a result, since dynamical system (7), based on horizontal membership functions, is a representation of fuzzy dynamical system (2) in the granular form, then correspondingly the fuzzy dynamical system is granular controllable if and only if dynamical system (7) is controllable.

**Definition 16.** Fuzzy dynamical system (2) is said to be granular stabilizable if and only if granular dynamical system (7) is stabilizable \( \forall \mu, \alpha_\tilde{A}, \alpha_\tilde{B}, \alpha_\tilde{X}, \alpha_\tilde{U} \in [0, 1] \).

Hereafter, we suppose fuzzy dynamical system (2) is granular stabilizable. What follows shows that how the mentioned optimal fuzzy control problem is converted to a problem which is similar to the well-known crisp linear quadratic regulator problem; and also how the system states and fuzzy control functions are determined. For the sake of simplicity, suppose

\[ \tilde{\phi}(\tilde{X}(t)) = \frac{1}{2} \tilde{X}^T(t) P \tilde{X}(t) \]  

(9)

which helps us to rewrite the performance measure as

\[ \tilde{J}(\tilde{U}) = \tilde{\phi}(\tilde{X}(t_0)) + \int_{t_0}^{t_f} \left[ L(\tilde{X}(t), \tilde{U}(t)) + \frac{d\tilde{\phi}(\tilde{X}(t))}{dt} \right] dt \]  

(9)

where \( \tilde{\phi}(\tilde{X}(t_0)) \) is a vector of known fuzzy numbers, then it does not affect minimizing \( \tilde{J}(\tilde{U}) \), and therefore it can be neglected. Using Note 4, and the fuzzy Lagrange multipliers vector defined as \( \lambda : [t_0, t_f] \rightarrow E^*_f \), the performance measure is formed as

\[ \tilde{J}(\tilde{U}) = \int_{t_0}^{t_f} \left[ L(\tilde{X}(t), \tilde{U}(t)) + \frac{d\tilde{\phi}(\tilde{X}(t))}{dt} \right] dt \]  

(10)

Now, suppose \( \tilde{X}^*(t) \) and \( \tilde{U}^*(t) \) are optimal fuzzy states and control functions vector, respectively, and \( \tilde{X}(t) \) corresponds to \( \tilde{X}^*(t) \), \( \tilde{U}(t) \). Consider the deformations \( \tilde{X}(t) = \tilde{X}^*(t) + \tilde{\delta} \tilde{X}(t), \tilde{U}(t) = \tilde{U}^*(t) + \tilde{\delta} \tilde{U}(t), \tilde{X}(t) = \tilde{X}^*(t) + \tilde{\delta} \tilde{X}(t), \tilde{U}(t) = \tilde{U}^*(t) + \tilde{\delta} \tilde{U}(t) \) obtained using the small variations \( \tilde{\delta} \tilde{X}(t), \tilde{\delta} \tilde{U}(t), \tilde{\delta} \tilde{X}(t), \) and \( \tilde{\delta} \tilde{U}(t) \). Due to the fact that, \( \tilde{X}^*(t) \) and \( \tilde{U}^*(t) \) satisfy system (2) and minimize the performance measure, then the increment of \( \tilde{J}(\tilde{U}^*) \) defined as \( \Delta \tilde{J} \triangleq \tilde{J}(\tilde{U}) - \tilde{J}(\tilde{U}^*) \) must be non-negative, i.e. \( \Delta \tilde{J} \geq 0 \). Using Proposition 2, \( \Delta \tilde{J} \) can be written as:
\[ \Delta J = \int_{t_0}^{t_f} \left[ \tilde{L}(\tilde{X}(t), \tilde{U}(t)) - \tilde{L}(\tilde{X}^*(t), \tilde{U}^*(t)) + \frac{d\tilde{\phi}}{dt}(\tilde{X}(t)) \right] dt \]

- \[ \frac{d\tilde{\phi}}{dt}(\tilde{X}^*(t)) + \tilde{\Lambda}^T(t) \left( \tilde{A}X(t) + \tilde{B}U(t) - \tilde{X}(t) \right) \]

and according to Definitions 6 and 8, we have \( \mathcal{H}(\Delta \tilde{J}) = \mathcal{H}(\tilde{J}(\tilde{U}) - \tilde{J}(\tilde{U}^*)) \) meaning

\[ \mathcal{H}(\Delta \tilde{J}) = \mathcal{H} \left( \int_{t_0}^{t_f} \left[ \tilde{L}(\tilde{X}(t), \tilde{U}(t)) - \tilde{L}(\tilde{X}^*(t), \tilde{U}^*(t)) + \frac{d\tilde{\phi}}{dt}(\tilde{X}(t)) \right] dt \right) \]

Based on Theorem 3 and Definition 13, the following relation is obtained:

\[ \mathcal{H}(\Delta \tilde{J}) = \int_{t_0}^{t_f} \left[ \tilde{L}^*(X^{*\text{gr}}, U^{*\text{gr}}, \mu, \alpha_{X^*}) - \tilde{L}^*(X^{*\text{gr}}, U^{*\text{gr}}, \mu, \alpha_{X^*}) + \frac{d\tilde{\phi}^*}{dt}(X^{*\text{gr}}, \mu, \alpha_{X^*}) \right] dt \]

\[ + \frac{d\tilde{\phi}^*}{dt}(X^{*\text{gr}}, \mu, \alpha_{X^*}) - \frac{d\tilde{\phi}^*}{dt}(X^{*\text{gr}}, \mu, \alpha_{X^*}) + \tilde{\Lambda}^T(t) \left( \tilde{A}X^*(t) + \tilde{B}U^*(t) - \tilde{X}^*(t) \right) \]

which is the first variation of \( \mathcal{H}(\Delta \tilde{J}) \). Then, by \( \delta \mathcal{H}(\Delta \tilde{J}) = 0 \) the following results can be gained

\[ \frac{dX^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} = \tilde{A}^*(\mu, \alpha_{X^*})X^{*\text{gr}}(t, \mu, \alpha_{X^*}) + \tilde{B}^*(\mu, \alpha_{X^*})U^{*\text{gr}}(t, \mu, \alpha_{U^*}) \]

\[ \frac{d\Lambda^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} = -\tilde{Q}X^{*\text{gr}}(t, \mu, \alpha_{X^*}) - \tilde{A}^T(\mu, \alpha_{X^*})\Lambda^{*\text{gr}}(t, \mu, \alpha_{X^*}) \]

\[ \frac{dU^{*\text{gr}}(t, \mu, \alpha_{U^*})}{dt} = -R^{-1}\tilde{B}^T(\mu, \alpha_{U^*})\Lambda^{*\text{gr}}(t, \mu, \alpha_{X^*}) \]

Now, assume the relation between \( X^{*\text{gr}}(t, \mu, \alpha_{X^*}) \) and \( \Lambda^{*\text{gr}}(t, \mu, \alpha_{X^*}) \) is as

\[ \Lambda^{*\text{gr}}(t, \mu, \alpha_{X^*}) = P^{*\text{gr}}(t, \mu, \alpha_{X^*}) \]

in which \( P^{*\text{gr}}(t, \mu, \alpha_{X^*}) \) is an unknown matrix function such that \( P^{*\text{gr}}(t, \mu, \alpha_{X^*}) = P \). If such a matrix function can be found, then the assumption is valid. By taking derivative from both side of (17) with respect to \( t \), and using relations (13) and (15) we have

\[ \frac{d\Lambda^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} = \frac{d\tilde{S}^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} \]

\[ \frac{dS^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} = \frac{dS^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} + \frac{d\tilde{A}^T(\mu, \alpha_{X^*})X^{*\text{gr}}(t, \mu, \alpha_{X^*})}{dt} \]

\[ \tilde{X}^{*\text{gr}}(t, \mu, \alpha_{X^*}) \]

Due to the fact that the relation above must hold for all the system states trajectories on \( [t_0, t_f] \), therefore the following relation hold
Proposition 4. Applying the optimal control law \( \tilde{U}^*(t) = -\tilde{K}(t)\tilde{X}(t) \) for controlling the fuzzy dynamical system (2) results in the optimal cost \( J(\tilde{U}^*) = \frac{1}{2} \tilde{X}(t_f)^T \tilde{X}(t_f) \).

**Proof.** The proof is straightforward and hence omitted.

### 3.1. Restrictions associated to SGH and gH differentiability

Investigating fuzzy optimal control problem under SGH and gH differentiability imposes some restrictions which are expressed in this section.

#### 3.1.1. Multiplicity of the solutions for the fuzzy optimal control problem

According to the UBM phenomenon [15], as a whole, the solution of the following fuzzy dynamical systems

\[
\begin{align*}
\dot{\tilde{X}}(t) &= \tilde{A}\tilde{X}(t) + \tilde{B}\tilde{U}(t) \\
\tilde{X}(t_0) &= \tilde{X}_0
\end{align*}
\]

are not the same, based on each of the concepts of SGH differentiability and gH differentiability. Therefore, as a whole, there is no same optimal control for fuzzy dynamical systems (22) and (23). In other words, there are multiple optimal controls for a single uncertain dynamical phenomenon. Nevertheless, based on the gr-derivative and RDM fuzzy integral arithmetic approach, the fuzzy dynamical systems (22) and (23) have the same optimal control which can be characterized according to Theorem 4.

#### 3.1.2. Disability in the use of fuzzy lagrange multipliers

According to Note 1, since, as a whole, \( \tilde{A}\tilde{X}(t) + \tilde{B}\tilde{U}(t) - \tilde{X}(t) \neq 0 \), then by applying each of the concepts of SGH differentiability and gH differentiability, one cannot use the advantage of the fuzzy Lagrange multipliers as it was used in relation (10).

#### 3.1.3. Incompatibility with the closed loop form of the controlled system

Based on Note 1, the sub-optimal controlled fuzzy dynamical system with the control law \( \tilde{U}(t) = -\tilde{K}(t)\tilde{X}(t) \), as a whole, cannot be represented in the closed loop form as \( \tilde{X}(t) = (\tilde{A} - \tilde{B}\tilde{K}(t))\tilde{X}(t) \).
where the fuzzy derivative is considered as SGH or gh derivative. In other words, since \((\tilde{u} + \tilde{v})\tilde{w} \neq \tilde{u}\tilde{w} + \tilde{v}\tilde{w}\), Fig. 2 is not equivalent with Fig. 3.

3.1.4. Technical difficulties in the process of solving fuzzy optimal control problem

Another more restriction associated SGH or gh differentiability concepts correspond to determine the \(\mu\)-level sets of fuzzy dynamical systems (22) and (23). As a matter of fact, based on the mentioned concepts, in order to obtain the solution of a fuzzy dynamical system or analyzing its behavior, determining the left and right endpoints of the \(\mu\)-level sets of the fuzzy dynamical system is necessary. However, in the cases that fuzzy dynamical system includes terms in which the multiplication of two fuzzy numbers occurs, specifying the \(\mu\)-level sets is not always an easy task and may be restricted to some particular cases, see e.g. Ref. [34]. For more illustration, consider the following fuzzy dynamical system

\[
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
\tilde{a}_{11} & \tilde{a}_{12} \\
\tilde{a}_{21} & \tilde{a}_{22}
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} + \begin{bmatrix}
\tilde{b}_{11} \\
\tilde{b}_{21}
\end{bmatrix} \tilde{u}(t)
\]

(24)

and suppose \(\tilde{x}_1, \tilde{x}_2\) are SGH differentiable functions in the second form. Then, the left and right end-points of the \(\mu\)-level sets of fuzzy dynamical system (24) are characterized as:

\[
\begin{bmatrix}
\tilde{x}_1^\mu(t) \\
\tilde{x}_2^\mu(t)
\end{bmatrix} = \begin{bmatrix}
\max(a_{11}^\mu, a_{12}^\mu(t), a_{11}^\mu, a_{12}^\mu(t), a_{21}^\mu, a_{21}^\mu(t), a_{21}^\mu, a_{22}^\mu(t), a_{22}^\mu, a_{22}^\mu(t)) + \max(b_{11}^\mu, b_{21}^\mu(t), b_{11}^\mu, b_{21}^\mu(t), b_{11}^\mu, b_{21}^\mu(t), b_{11}^\mu, b_{21}^\mu(t))
\end{bmatrix}
\]

(25)

Due to the fact that \(\tilde{x}_1, \tilde{x}_2\), and specially \(\tilde{u}\), as a whole, are unknown functions, then the values of the minimum and maximum in the right hand side of relation (25) are not known and cannot be determined in explicit terms, as a whole. Therefore, the process for determining the optimal control has to deal with relation (25) which leads to technical difficulties.

4. Examples

Example 1. Consider the RLC circuit shown in Fig. 4 where \(v_c(t), i_c(t)\) and \(v_i(t)\) are the voltage of capacitor, the current flowing through the inductor and the source voltage, respectively. The values of resistor, inductor and capacitor are, respectively, \(R\) in ohm, \(L\) in Henry and \(C\) in Farad. The mathematical model of the RLC circuit can be expressed as:

\[
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
-\frac{2}{RC} & \frac{1}{C} \\
-\frac{1}{L}
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} + \begin{bmatrix}
\frac{1}{RC} \\
\frac{1}{L}
\end{bmatrix} \tilde{u}(t)
\]

or equivalently as:

\[
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
\tilde{a}_{11} & \tilde{a}_{12} \\
\tilde{a}_{21} & \tilde{a}_{22}
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} + \begin{bmatrix}
\tilde{b}_{11} \\
\tilde{b}_{21}
\end{bmatrix} \tilde{u}(t)
\]

(26)

where \([x_1(t) \ x_2(t)]^T \triangleq [v_c(t) \ i_c(t)]^T, u(t) \triangleq v_i(t)\). With \(R = 0.5, L = 1\) and \(C = 0.1\) considered, the eigenvalues - i.e. poles - of the system are \(\lambda_1 = -39.74\) and \(\lambda_2 = -0.25\). Therefore, the system is invariably stable. Now, suppose the initial conditions are fuzzy numbers, i.e. uncertain. With gr-derivative concept and RDM fuzzy interval arithmetic considered, according to Definition 14, the eigenvalues of dynamical systems (26) and (27) with fuzzy initial conditions \(\tilde{x}_1(0), \tilde{x}_2(0) \in E_1\), are \(\lambda_1 = -39.74\) and \(\lambda_2 = -0.25\). Thus, based on the proposed approach, the fuzzy dynamical systems (26) and (27) are stable. However, using the notion of SGH or gh differentiability in the first form and fuzzy standard interval arithmetic, dynamical systems (26) and (27) with fuzzy initial conditions are equivalent to the following dynamical systems, respectively:

\[
\begin{bmatrix}
\tilde{x}_1^w(t) \\
\tilde{x}_2^w(t)
\end{bmatrix} = \begin{bmatrix}
0 & -\frac{2}{RC} & \frac{1}{C} & 0 \\
\frac{-2}{RC} & 0 & 0 & \frac{1}{C} \\
\frac{-1}{L} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1^w(t) \\
\tilde{x}_2^w(t)
\end{bmatrix} + \begin{bmatrix}
\frac{1}{RC} \\
\frac{1}{RC} \\
\frac{1}{L}
\end{bmatrix} \tilde{u}(t)
\]

(28)

and

\[
\begin{bmatrix}
\tilde{x}_1^g(t) \\
\tilde{x}_2^g(t)
\end{bmatrix} = \begin{bmatrix}
0 & -\frac{2}{RC} & \frac{1}{C} & 0 \\
\frac{-2}{RC} & 0 & 0 & \frac{1}{C} \\
\frac{-1}{L} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1^g(t) \\
\tilde{x}_2^g(t)
\end{bmatrix} + \begin{bmatrix}
\frac{1}{RC} \\
\frac{1}{RC} \\
\frac{1}{L}
\end{bmatrix} \tilde{u}(t)
\]

(29)

The eigenvalues of dynamical system (28) are \(\lambda_1 = -39.74, \lambda_2 = -0.25, \lambda_3 = -0.42, \lambda_4 = 40.24\); and those of system (29) are \(\lambda_1 = -39.74, \lambda_2 = -0.25, \lambda_3 = -40.24\) and \(\lambda_4 = 0.24\). As is seen, dynamical systems (28) and (29) not only are unstable, but also their eigenvalues sets are different from the eigenvalues set of RLC circuit.

Example 2. Consider the RLC circuit shown in Fig. 4. Suppose, the values of the inductor and capacitor are uncertain. Then, we have:

\[
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
-\frac{2}{RC} & \frac{1}{C} \\
-\frac{1}{L}
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_1(t) \\
\tilde{x}_2(t)
\end{bmatrix} + \begin{bmatrix}
\frac{1}{RC} \\
\frac{1}{L}
\end{bmatrix} \tilde{u}(t)
\]

Let \(R = 1\) and the uncertain values of the inductor and capacitor be respectively as \(L = C = \tilde{z}\), where \(\tilde{z} = (1, 2, 3)\) is the triangular fuzzy number. Moreover, the initial conditions may be uncertain.
Based on Proposition 3, the fuzzy dynamical system (30) is not controllable. The granular dynamical system corresponding to (30) is as

\[
\begin{bmatrix}
\frac{\partial x_1^\theta}{\partial t}(t, \mu, \alpha_x) \\
\frac{\partial x_2^\theta}{\partial t}(t, \mu, \alpha_x)
\end{bmatrix}
\begin{bmatrix}
-\frac{2}{2^\theta(\mu, \alpha_x)} & \frac{1}{2^\theta(\mu, \alpha_x)} \\
-\frac{1}{2^\theta(\mu, \alpha_x)} & \frac{1}{2^\theta(\mu, \alpha_x)}
\end{bmatrix}
\begin{bmatrix}
x_1^\theta(t, \mu, \alpha_x) \\
x_2^\theta(t, \mu, \alpha_x)
\end{bmatrix}
\]
\[
+ \begin{bmatrix}
\frac{1}{2^\theta(\mu, \alpha_x)}
\end{bmatrix}
u^\theta(t, \mu, \alpha_x)
\]

(31)

where \(2^\theta(\mu, \alpha_x) \triangleq \mathcal{H}^{(2)}\). Using the state-coordinate change (i.e., similarity transformation) \(2^\theta = TX^\theta\) where

\[
T = \begin{bmatrix}
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2}
\end{bmatrix}
\]

the following granular dynamical system is obtained which is in fact controllability normal form.

\[
\begin{bmatrix}
\frac{\partial x_1^\theta}{\partial t}(t, \mu, \alpha_x) \\
\frac{\partial x_2^\theta}{\partial t}(t, \mu, \alpha_x)
\end{bmatrix}
\begin{bmatrix}
-\frac{1}{2^\theta(\mu, \alpha_x)} & 0 \\
-\frac{1}{2^\theta(\mu, \alpha_x)} & -\frac{2}{2^\theta(\mu, \alpha_x)}
\end{bmatrix}
\begin{bmatrix}
x_1^\theta(t, \mu, \alpha_x) \\
x_2^\theta(t, \mu, \alpha_x)
\end{bmatrix}
\]
\[
+ \begin{bmatrix}
0 \\
\frac{1}{\sqrt{2}}
\end{bmatrix}
u^\theta(t, \mu, \alpha_x)
\]

(32)

As is seen, the eigenvalue of the uncontrollable part is \(-\frac{1}{2^\theta(\mu, \alpha_x)}\), which means the uncontrollable mode is stable. Then, the granular dynamical system (32) or equivalently (31) is stabilizable. Thus, based on Definition 16, the fuzzy dynamical system (30) - where \(R = 1, \vec{L} = \vec{C} = 2\) - are also stabilizable.

**Example 3.** Consider the following fuzzy dynamical system of motion for the Boeing 747 in longitudinal direction adopted from Refs. [15,35].

\[
\begin{bmatrix}
\ddot{\bar{u}}(t) \\
\ddot{\bar{a}}(t) \\
\ddot{\bar{q}}(t) \\
\ddot{\bar{\theta}}(t)
\end{bmatrix}
= \begin{bmatrix}
\ddot{\bar{X}}_u \\
\ddot{\bar{Z}}_u \\
\ddot{\bar{Z}}_w \\
\ddot{\bar{X}}_w \\
\ddot{\bar{X}}_w \\
\ddot{\bar{Z}}_w \\
\ddot{\bar{Z}}_w \\
\ddot{\bar{X}}_w
\end{bmatrix}
+ \begin{bmatrix}
\ddot{\bar{u}}_0 + \ddot{Z}_q \\
\ddot{u}_0(1 - \ddot{Z}_q) \\
\ddot{M}_q - \ddot{\bar{Z}}_w \\
\ddot{M}_q - \ddot{\bar{Z}}_w \\
\ddot{M}_q - \ddot{\bar{Z}}_w \\
\ddot{M}_q - \ddot{\bar{Z}}_w \\
\ddot{M}_q - \ddot{\bar{Z}}_w
\end{bmatrix}
\begin{bmatrix}
\ddot{\bar{u}}(t) \\
\ddot{\bar{a}}(t) \\
\ddot{\bar{q}}(t) \\
\ddot{\bar{\theta}}(t)
\end{bmatrix}
\]

(33)

Table 1

<table>
<thead>
<tr>
<th>Variables and parameters of the uncertain linear model of the Boeing 747 in longitudinal direction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g = 32.174)</td>
</tr>
<tr>
<td>(\bar{X}_u = \frac{1}{122.618})</td>
</tr>
<tr>
<td>(\bar{X}_w = \frac{13.048}{120.640})</td>
</tr>
<tr>
<td>(\bar{Z}_u = \frac{-2.834}{123.147})</td>
</tr>
<tr>
<td>(\bar{Z}_w = \frac{-0.634}{123.147})</td>
</tr>
<tr>
<td>(\bar{X}_w = \frac{-2.834}{123.147})</td>
</tr>
<tr>
<td>(\bar{Z}_w = \frac{-0.634}{123.147})</td>
</tr>
<tr>
<td>(\bar{X}_w = \frac{-2.834}{123.147})</td>
</tr>
<tr>
<td>(\bar{Z}_w = \frac{-0.634}{123.147})</td>
</tr>
</tbody>
</table>

Fig. 5. The model of a quarter of a bus suspension system.
Fig. 6. The sub-optimal feedback gain $k_{11}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{11}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $\tilde{k}_{11}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. The sub-optimal feedback gain $k_{12}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{12}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $\tilde{k}_{12}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. The sub-optimal feedback gain $k_{13}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{13}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $\tilde{k}_{13}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 9. The sub-optimal feedback gain $k_{c14}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{c14}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $\tilde{k}_{c14}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. The sub-optimal feedback gain $k_{c21}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{c21}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $\tilde{k}_{c21}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. The sub-optimal feedback gain $k_{c22}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{c22}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $\tilde{k}_{c22}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 12. The sub-optimal feedback gain $k_{23}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{23}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $k_{23}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. The sub-optimal feedback gain $k_{24}(t)$ (green curve), and fuzzy optimal feedback gain $\tilde{k}_{24}(t)$ corresponding to Example 2. The blue and red curves show the left and right end-points of the support of $k_{24}(t)$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 14. The $\mu$-level sets of the linear velocity, $\tilde{u}(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 15. The $\mu$-level sets of the angle of attack, $\tilde{\alpha}(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 16. The $\mu$-level sets of the pitch rate, $\tilde{q}(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 17. The $\mu$-level sets of the pitch angle, $\tilde{\theta}(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 18. The membership functions of the sub-optimal performance index corresponding to Example 2.

Fig. 19. The membership function of the difference between the optimal and sub-optimal performance indices corresponding to Example 2.

Fig. 20. The possible motions of controlled Boeing 747 in the presence of uncertainty for some degrees of possibility.
of the aircraft are as \(\tilde{u}(t) = \frac{14}{w_0}, \tilde{q}(0) = -\frac{14}{w_0}, \tilde{q}(0) = (0.3, 0.4, 0.6), \) and 
\(\tilde{\theta}(0) = (0.01, 0.01, 0.01)\) where \(w_0 = 116\). The coefficients have been determined in Table 1. Moreover, the deviation of elevator and thrust, i.e., \(\delta_x(t)\) and \(\delta_y(t)\) are the control inputs.

The aim is to find the optimal control law for the system (33) to minimize the performance measure \(J\) with the weighting matrices \(P = 171_{4 \times 4}, Q = 70_{4 \times 4}\), and \(R = 140_{2 \times 2}\). It should be noted, based on Proposition 3, the granular controllability of fuzzy dynamical system (33) can be verified. Then, according to Theorem 4 for obtaining the fuzzy optimal control law, the fuzzy feedback gains must be determined. The fuzzy feedback gains depend on solving fuzzy matrix differential equation (21) whose the final condition is \(\hat{S}(t_f) = 171_{4 \times 4}\). In order to obtain the solution of fuzzy matrix differential equation (21), the granular matrix differential equation corresponding to (21), i.e.

\[
-\partial \hat{S}^{S(t, \mu, \alpha)} \frac{dt}{dt} = A_{SF}(\mu, \alpha, \mu, \alpha) + S_{SF}(\mu, \alpha, \mu, \alpha) \hat{A}_{SF}(\mu, \alpha) \\
-\partial S(t, \mu, \alpha, \mu, \alpha) \hat{B}_{SF}(\mu, \alpha) \hat{B}_{SF}(\mu, \alpha) \\
+70_{4 \times 4} \\
S(t, \mu, \alpha, \mu, \alpha) = 171_{4 \times 4} \\
t \in [0, 50]
\]

has been solved, and \(\hat{S}(t) = H^{-1}(S(t, \mu, \alpha, \mu, \alpha))\) has been obtained. Then, using \(\hat{K}(t) = R^{-1}B_{SF}(\mu, \alpha, \mu, \alpha)\), the optimal fuzzy feedback gain \(\hat{K}(t) = [\hat{K}_1(t)]_{\text{max}, t = 1, 2, 3, \ldots, 4}\) can be determined.

Figs. 6–13 show the left and right end-points of the \(\mu\)-level sets of the optimal fuzzy feedback gains \(\hat{K}_i(t)\) for \(\mu = 0\). Additionally, by the aid of the center of gravity method, the optimal fuzzy feedback gains have been defuzzified and shown by green curves in the figures. The membership functions of the fuzzy feedback gains at \(t = 25\) with their defuzzified values have been also depicted in the center of the figures.

Figs. 14–17 also show the left and right end-points of the \(\mu\)-level sets of the fuzzy trajectories \(\tilde{u}, \tilde{p}, \tilde{q},\) and \(\tilde{\theta}\) which have been obtained by applying the sub-optimal control law \(\tilde{U}(t) = -[K_c(t)\tilde{X}(t)]\). It should be noted that, the value of each of the system states at any time is a fuzzy number. Using these figures one can predict the possible trajectories that the system states during the time pass. Furthermore, the values and features of each of the states in any time can be expressed as a linguistic variable. As an illustration, on the basis of Fig. 14 one can express that the linear velocity has an undershoot at \(t = 6.55\) which is about “-0.025”.

The sub-optimal performance index obtained by applying the sub-optimal control law \(\tilde{U}(t) = -[K_c(t)\tilde{X}(t)]\) has been shown in Fig. 18. Based on the figure, it can be interpreted that the performance index is approximately “13.34”. If the performance is not satisfactory, then the weighting matrices can be changed. Moreover, by determining the optimal performance index using Proposition 4, the difference between the sub-optimal performance index and the optimal performance index, i.e., \(\Delta \tilde{J} = J \left(-K_c(t)\tilde{X}(t)\right) = -\frac{1}{2} \tilde{X}^T \hat{S}(t_0) \tilde{X}(0)\) has been obtained and shown in Fig. 19. Simply put, Fig. 19 shows that the sub-optimal performance index is about “0.04” far from the optimal value of the performance index. Furthermore, based on the Fig. 17, the possible motions of controlled Boeing 747 in the presence of uncertainty has been illustrated in Fig. 20 for some degrees of possibility.

Example 4. Consider the suspension system of one of the four wheels of a bus shown in Fig. 5. In the suspension system \(m_1, m_2, K_1, K_2, b_1, b_2\) are a quarter of the body mass, the suspension mass, spring stiffness constant of suspension system, spring stiffness constant of wheel and tire, damping constant of suspension system, damping constant of wheel and tire, respectively. The control force and road displacement were denoted by \(u\) and \(w\). The quarter of the bus body displacement is determined by \(x_1\), and \(x_2\) shows nonsprung mass displacement. The values of the bus suspension system parameters have been determined in Table 2.

With spring stiffness and damping constants considered as uncertain parameters, the fuzzy state space model of the suspension system is expressed as

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{y}_1(t) \\
\dot{y}_2(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
-b_1b_2 & m_1 & 0 & 0 \\
0 & m_2 & 0 & 0 \\
-b_2 & m_2 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
y_1(t) \\
y_2(t)
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
0 & b_2b_2 \\
0 & m_2 \\
0 & m_2
\end{bmatrix}
\begin{bmatrix}
u(t) \\
w(t)
\end{bmatrix} -
\begin{bmatrix}
K_1 & 0 \\
0 & K_2
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} -
\begin{bmatrix}
\Delta x(t) \\
\Delta y(t)
\end{bmatrix}
\]

where \(\Delta x(t) = \frac{dx(t)}{dt}, \Delta y(t) = \frac{dy(t)}{dt}\). The aim is to find the sub-optimal control law for the system (35) so as to keep the quarter of bus body displacement near zero in the presence of road displacement as an uncontrolled input to the system. The performance measure considered in this case is as:

\[
\tilde{J}(U) = \frac{1}{2} \left[10000\Delta x(t) + 5000\Delta y(t)\right]
\]

Similar to the previous example, we first obtain the fuzzy optimal control law by solving fuzzy matrix differential equations shown in (21). Then the fuzzy feedback gains are defuzzified and used for control of the system. The sub-optimal control law obtained using the defuzzified feedback gains has been shown in Fig. 21. The possible quarter of bus body displacements and its derivative have been illustrated in Figs. 22 and 23. The initial condition is as \((x_1(0), x_2(0), y_1(0), y_2(0)) = (0, 0, 0, 0)\). The road displacement has been considered as a pulse whose amplitude is about 0.1 m, i.e. (0.08, 0.1, 0.12), for 0.1 ≤ t ≤ 0.2. It should be noted that for obtaining the optimal control law, the matrix \(B \times [1 \, 0] \) is used instead of \(B\). The reason comes from this fact that only the control force \(u\) can be modified.
Fig. 21. The $\mu$-level sets of the sub-optimal control, $\tilde{u}(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 22. The $\mu$-level sets of the quarter of bus body displacement, $\tilde{x}_1(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 23. The $\mu$-level sets of the speed of quarter of bus body displacement, $\tilde{x}_2(t)$. The blue and red curves show the left and right end-points of the $\mu$-level sets. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
5. Conclusions

In this paper, the uncertain linear dynamical system was considered to be regulated in an optimal manner. The uncertainties were expressed as the fuzzy numbers, and the fuzzy derivative was regarded as gr-derivative. Thanks to gr-derivative and RDM fuzzy interval arithmetic the fuzzy optimal control problem was converted to an equivalent optimal control problem dealing with multifarious functions. The optimal control law was obtained in the form of state variables fuzzy feedback. Although the optimal control with fuzzy feedback gains satisfied the conditions and minimized the criteria, the fuzzy feedback gains needed to be defuzzified in practice. As a result, the sub-optimal control law was obtained. The concepts of granular controllability and granular stabilizability of the uncertain dynamical system were also given. Using Example 1 we showed that the advantage of the concept of granular eigenvalues defined based on RDM fuzzy interval arithmetic in comparison with other approaches which are on the basis of FSIA. It was demonstrated that the approaches - SGH differentiability and gH differentiability - based on FSIA in dealing with the fuzzy optimal control problem suffer from some drawbacks outlined below:

1. Disability in the use of fuzzy Lagrange multipliers.
3. Incompatibility with the closed loop form of the controlled system.

The superiorities of the proposed approach arise from this key point that the proposed approach does not have the mentioned shortcomings. It is noteworthy to pinpoint that, robust control methods seek to bound the uncertainty rather than express it in the form of a distribution. Simply put, given a bound on the uncertainty, the control can deliver results that meet the crisp control system requirements in all cases. Then, a combination of the obtained results in this paper and robust control methods would be considered as a future work.
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